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FOREWORD

The reaching out of Corpus Linguistics to other linguistic and scientific
disciplines is not a matter of fashion, but a natural phenomenon. The interdisciplinary
dimension of Corpus Linguistics follows naturally from the fact that corpus
linguistics — as stated by editors of the book “The Corpus Linguistics Discourse”
(2018) Anna Cermédkova and Michaela Mahlberg — “can make connections across
linguistic disciplines that do not easily seem to get together” (p. 6). Among the
strengths of Corpus Linguistics, the editors also mention “focus on the identification
of tendencies and patterns of mainstream language use” and they continue: “The
more repetitions we find of patterns and meanings the clearer the picture becomes.”
Contributions to the 11" international biannual linguistic conference SLOVKO
2021, which has been given the title NLP, Corpus Linguistics and Interdisciplinarity,
that are presented in this special issue of the Journal of Linguistics (Jazykovedny
Casopis), together sketch a hopefully similar picture of the Corpus Linguistic
discourse.

The picture is definitely varied, that is, thematically diverse, as the authors aim
at a wide array of linguistic phenomena: artificial homonyms, verb valency, word
order, linguistic prototypes, adjectival constructions and others. The contributors
work within various language families (Slavic, Germanic, Asian) and practically all
major linguistic levels (morphological, lexical, syntactical, phrasal or semantic),
while they also focus on several genres (19" century essays, biblical texts), and make
use of multiple linguistic approaches to the interaction between meaning and form
(systematic, historical, cognitive linguistics, to name just a few), and, very
importantly, operate at the interdisciplinary intersection with (social) media and
(specialized) discourse studies or translatology. From this respect, our aim as the
editors has been to offer a representative overview over the many research questions
and projects conducted in today’s linguistics in both Slavic (Slovakia, Czech
Republic, Poland, Slovenia, Croatia, Russia, Ukraine, Bulgaria) and Germanic
countries (Austria, Germany and Sweden), thus also creating a platform for an
international scientific dialogue.

The impressively “colorful” picture of today’s Corpus Linguistics needs,
however, a certain unifying frame, so that the variety can be perceived and
appreciated as such. A thematic divergence is, in other words, helped by
a synthesizing counterweight — a methodological convergence. In this respect, our
aim has also been to show that the varied contributions share to a certain degree
a common denominator: be it an interest in both corpus-based and -driven empiric
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and systemic inquiry into written and spoken language (the part Corpus-Based/
Corpus-Driven Linguistic Research), an interest in technological development of
annotation and visualization tools, creating pedagogical resources and applications
for processing of language data (the part Corpus Building and Natural Language
Processing) or in interdisciplinary connection between conceptual and technological
instruments of linguistics with the research in other domains (the part Interdisciplinary
Research Based on Corpora). All of the aforementioned linguistic and computational
task are in their own right able to help with processing raw linguistic material that
can be studied and used by both researchers, language users in general and language
learners in particular. It is therefore our hope that the contributions presented in the
issue will not draw only a simple picture with just one red thread, but rather picture
of many threads, bringing about interdisciplinary connections between linguistic and
other scientific domains that are set within an ever-growing digital and media
environment of nowadays’s world and to a great extent enabled by the very
unprecedented potential of corpus resources, tools and methods.

Editors
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PREDHOVOR

Presah korpusovej lingvistiky do inych lingvistickych a vedeckych disciplin nie
je moédnou zélezitost'ou, ale prirodzenym javom. Interdisciplinarny rozmer korpuso-
vej lingvistiky pritom prirodzene vyplyva z faktu, ze korpusova lingvistika — ako
tvrdia editorky publikacie ,,Diskurz korpusove;j lingvistiky* (The Corpus Linguistics
Discourse, 2018) Anna Cermakovéa a Michaela Mahlbergové — ,,dokaze prepajat ja-
zykovedné discipliny, ktoré¢ k sebe zdanlivo majii navzajom d’aleko” (s. 6). Editorky
publikécie tiez ako silnt stranku korpusovej lingvistiky uvadzaju jej ,,zameranie na
identifikaciu tendencii a pravidelnosti v beznom pouZzivani jazyka®, a pokracuju:
,,Cim frekventovanejsie pravidelnosti a vyznamy odhalime, tym jasnejsi obraz zis-
kame.” Prispevky 11. medzinarodnej jazykovednej konferencie SLOVKO 2021
s ndzvom Pocitacové spracovanie prirodzeného jazyka, korpusova lingvistika a in-
terdisciplinarny vyskum, ktoré prinasa toto tematické cislo Jazykovedného ¢asopisu,
spolo¢ne nacrtavaju azda podobne jasny obraz korpusovolingvistického diskurzu.

Tento obraz sa rozhodne vyznacuje diverzitou, to znamena tematickou réznoro-
dostou, ked’Ze sa autori jednotlivych prispevkov zameriavaju na Siroké spektrum ja-
zykovych javov: homonyma, valenciu slovies, slovosled, jazykové prototypy, adjek-
tivne konstrukcie a iné. Prispievatelia sa pohybuju v ramci rozlicnych jazykovych
rodin (slovanskej, germanske;j, azijskej) a prakticky vsetkych hlavnych jazykovych
urovni (morfologickej, lexikalnej, syntaktickej, frazeologickej ¢i sémantickej), pri-
com sa zaoberaju roznymi zdnrami (esejami z devétnasteho storocia, biblickymi tex-
tami) a vyuzivaju niekolko lingvistickych pristupov k skimaniu interakcie medzi
vyznamom a formou (za vSetky napriklad pristupy systematickej, historickej ¢i
kognitivnej lingvistiky) a, ¢o je vel'mi dolezité, uskutociiuji vyskum na interdiscipli-
narnej krizovatke so Stidiami (socidlnych) médii a (Specializovanych) diskurzov ¢i
translatologie. Z tohto hl'adiska sme si ako editori kladli za ciel’ ponuknut’ reprezen-
tativny prehl'ad mnohorakych vyskumnych otdzok a projektov uskuto¢novanych na
poli sucasnej lingvistiky v slovanskych (Slovensko, Ceska republika, Slovinsko,
Pol'sko, Chorvatsko, Rusko, Ukrajina, Bulharsko) 1 germanskych krajinach (Ra-
kusko, Nemecko a Svédsko), ¢im sme tiez cheeli vytvorit’ podmienky pre $ir$i me-
dzinarodny vedecky dialog.

Posobivo ,,pestry* obraz korpusovej lingvistiky si vSak vyzaduje isty jednotiaci
ramec, aby sa ro6znorodost’ ako takd mohla vnimat a ocenit’. Tematickej divergencii
teda inymi slovami napomaha syntetizujica protivaha — metodologicka konvergen-
cia. Z tohto hladiska sme sa zasa usilovali ukazat’, ze réznorodé prispevky do istej
miery zdiel'aji spoloéného menovatela: ¢i uz zaujem o korpusmi podporovany alebo
riadeny empiricky i systematicky vyskum pisanej a hovorenej reci (Cast’ Korpusovo
zalozeny a korpusovo riadeny lingvisticky vyskum), zdujem o technologicky rozvoj
anota¢nych a vizualiza¢nych néstrojov, o tvorbu pedagogickych zdrojov a aplikacii
na spracovanie jazykovych dat (¢ast’ Budovanie korpusov a pocitacové spracovanie
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prirodzeného jazyka), a zaroven zaujem o interdisciplinarne prepdjanie pojmového
a technologického inStrumentaria jazykovedy s vyskum v d’alSich oblastiach (Cast
Interdisciplinarny vyskum zalozeny na korpusoch). Vsetky vyssie uvedené ulohy ja-
zykovedného a pocitacového vyskumu dokazu svojim sposobom napomoct’ pri spra-
ctuvani jazykového materialu, ktory moézu Studovat’ a vyuzivat' vedci, pouzivatelia
jazyka vo vSeobecnosti a l'udia pri stadiu jazykov zvlast. Dufame preto, Ze prispev-
ky v tomto ¢isle nenacrtnu len prosty obraz s jednou ¢ervenou nit'ou, ale s viacerymi
nitami, a ze sa tak ukazu interdisciplinarne prepojenia medzi lingvistickymi a ostat-
nymi vedeckymi oblastami. Tieto prepojenia su zasadené do neustale rastiiceho di-
gitalneho a medialneho prostredia dnesného sveta a do velkej miery ich umoznil
prave bezprecedentny potencial korpusovych zdrojov, nastrojov a metod.

Editori
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FROM GRAPHEMATICS TO PHRASAL, SENTENTIAL, AND TEXTUAL
SEMANTICS THROUGH MORPHOSYNTAX BY MEANS
OF CORPUS-DRIVEN GRAMMAR AND ONTOLOGY:
A CASE STUDY ON ONE TIBETAN TEXT

ALEKSEI DOBROV!— MARIA SMIRNOVA?
ILLC “AIIRE”, Saint Petersburg, Russia
2 Saint Petersburg State University, Saint Petersburg, Russia

DOBROV, Aleksei — SMIRNOVA, Maria: From graphematics to phrasal, sentential, and
textual semantics through morphosyntax by means of corpus-driven grammar and ontology:
A case study on one Tibetan text. Journal of Linguistics, 2021, Vol. 72, No 2, pp. 319 — 329.

Abstract: This article presents the current results of an ongoing study of the
possibilities of fine-tuning automatic morphosyntactic and semantic annotation by means
of improving the underlying formal grammar and ontology on the example of one Tibetan
text. The ultimate purpose of work at this stage was to improve linguistic software developed
for natural-language processing and understanding in order to achieve complete annotation
of a specific text and such state of the formal model, in which all linguistic phenomena
observed in the text would be explained. This purpose includes the following tasks: analysis
of error cases in annotation of the text from the corpus; eliminating these errors in automatic
annotation; development of formal grammar and updating of dictionaries. Along with the
morpho-syntactic analysis, the current approach involves simultaneous semantic analysis as
well. The article describes semantic annotation of the corpus, required by grammar revision
and development, which was made with the use of computer ontology. The work is carried
out with one of the corpus texts — a grammatical poetic treatise Sum-cu-pa (VI c.).

Keywords: Tibetan language, computer ontology, Tibetan corpus, natural language
processing, corpus linguistics, parsing

1 INTRODUCTION

This article discusses the development of a formal model (a grammar and
a linguistic ontology) of the Tibetan language, including morphosyntax, syntax of
phrases and super-phrasal units, and semantics that can perform the morpho-
syntactic, syntactic, and semantic analysis. The engine is based on a consistent
formal model of Tibetan vocabulary, grammar, and ontology, verified by and
developed on the basis of a representative and manually tested corpus of texts,
which includes the Basic Corpus of the Tibetan Classical Language [1] and the
Corpus of Indigenous Tibetan Grammar Treatises [2], comprising 34,000 and
48,000 tokens, respectively [3]. Among the texts of our corpus, there are both
prose and poetic texts.
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Tibetan can reasonably be considered as one of the less-resourced languages.
Despite the fact that scholars in different countries (Germany, United Kingdom,
China, USA, Japan) are working on the tools for processing Tibetan texts, there is
still no conventional standard for annotating a corpus of Tibetan language material.
A number of recent studies were primarily aimed at developing solutions for such
stages of Tibetan NLP as word segmentation and part-of-speech tagging. Some
researchers use corpus methods to solve specific applied problems, as well as tasks
in the field of history, literature, linguistics, and anthropology (e.g., [4], [5], [6]).
Syntactic and semantic research of Tibetan has been comparatively weak.

The common problem of formal grammar development for less resourced
languages is that in order to create an adequate formal model, a representative corpus
of texts with reliable annotation must be created first, but in order to annotate
a corpus, a formal model must already exist to form the basis of annotation. Thus,
when working with the Tibetan language, we decided to implement an approach that
allows us to gradually improve the formal grammar and develop the existing corpus.
Initially, work was carried out simultaneously on all texts of the corpus. Various
types of errors indicating typical problems (morphosyntactic ambiguity or lack of
syntactic or semantic annotation) were analyzed and resolved taking into account all
cases in the corpus representing a particular problem. When the problems became
specific, we decided to analyze separate texts, sequentially improving linguistic
software. The article describes the methods of working with the first text of the
corpus — the Tibetan grammatical treatise Sum-cu-pa (VII c.) — the corrections
required and the problems encountered. The choice of a poetic text is explained only
by the fact that it is the shortest text in the corpus, consisting of 1356 tokens. It is
convenient to use it to demonstrate the results of our work.

2 THE SOFTWARE TOOLS

This study is carried out within the framework of the AIIRE project [7] and
with use of the technologies and tools of this project. AIIRE is a free open-source
natural language understanding system, which is developed and distributed under
the terms of GNU General Public License. This system implements the full-scale
procedure of natural language understanding, from graphematics, through
morphological annotation and syntactic parsing, up to semantic analysis.

2.1 Tokenization and morphological annotation

The module developed for the Tibetan language is designed taking into account
the fact that since there are no separators between words in Tibetan writing, while
morphology and syntax are significantly intermixed, the minimal (atomic) units of
modeling (so-called atoms) are morphemes and their allomorphs, not words and
their forms. Input string segmentation into such units (tokenization) cannot be
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performed with standard tokenization algorithms, and is therefore performed in
AIIRE by means of the Aho-Corasick algorithm (developed by Alfred V. Aho and
Margaret J. Corasick [8]). This algorithm allows one to find all possible substrings
of the input string according to a given dictionary. The algorithm builds a tree,
describing a finite state machine with terminal nodes corresponding to completed
character strings of elements (in this case, morphemes) from the input dictionary.

The Tibetan language module contains a dictionary of morphemes with their
allomorphs, so that this tree can be created in advance at the build stage of the
module and loaded as ashared library in the runtime, which minimizes its
initialization time. The dictionary of morphemes contains grammatical and
morphological attributes (grammemes) for each allomorph; these attributes are
mapped onto classes of immediate constituents, so that the tree for the Aho-Corrasick
algorithm contains just class and morpheme identifiers for each allomorph and
doesn’t need to store individual attributes. The module also contains aset of
definitions that determines possible types of atoms (atomic units), possible attributes
for each type of atom, possible values of each attribute, and restrictions on each
attribute value.

Thus, AIIRE first builds all possible hypotheses of recognizing Tibetan atomic
units in input strings, including overlapping substrings for separate hypotheses, and
then brings them together immediately after they arise into trees of immediate
constituents in all possible ways in accordance with the formal grammar, which
models the Tibetan morphosyntax.

2.2 Syntactic parsing

The grammar is a combined grammar of immediate constituents and syntactic
dependencies, which consists of the so-called classes of immediate constituents
(CICs hereinafter). CICs are developed as python-language classes, with enabled
built-in inheritance mechanism, and specify the following attributes: a semantic
graph template which represents how the meaning of a constituent should be
calculated from the meanings of its child constituents; lists of possible head and
subordinate constituent classes; a dictionary of possible linear orders of the
subordinate constituent in relation to the head and the meanings of each order; the
possibility of head or subordinate constituent ellipsis; the possibility of non-idiomatic
semantic interpretation [9, p. 146]. Currently, the formal grammar includes 507
CICs.

The formal grammar is developed in direct accordance with semantics, in a way
that the meanings of syntactic and morphosyntactic constituents can be correctly
calculated from the meanings of their child constituents in accordance with the
Compositionality principle.

The Tibetan language module is integrated into AIIRE natural language
processor, and the corpus texts are passed on for processing in unannotated form.
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The results of linguistic processing are presented in the form of immediate constituent
structures with semantic graphs, these structures forming the syntactic and semantic
annotation of the corpus: the results of automatic text processing are loaded into the
AIIRE corpus manager as the annotation of the corpus, upon which the corpus
manager automatically searches for typical errors, indicating locations of incomplete
annotation and possible inaccuracy. The four types of errors are: unrecognized units,
combinatorial explosions, breaks in syntactic trees, and overlaps. Unrecognized
fragments are those for which there are no syntactic trees in the annotation.
Combinatorial explosions are cases of exponential growth in the number of parsing
versions with respect to the length of the parsed text and, thus, the amount of its
parsed ambiguous fragments increases. Breaks are positions in which the tree cannot
be bound with any of its neighbours. Overlaps are fragments of text in which the
syntactic trees overlap, not completely covering the text: a fragment covered by one
tree includes the position of the beginning of the fragment covered by the next tree,
but not the position at its end [10, p. 145].

This toolkit allows simultaneous work on the corpus annotation and on the
improvement of the formal model behind this annotation, which is a new approach
to the development of modules of the linguistic processor, ensuring continued
verifiability of the formal model and its correspondence with the corpus material.

2.3 Semantic analysis

The ontology used for this research is aunited, consistent classification of
concepts that unite the meanings of linguistic units of the corpus texts, including
morphemes and idiomatic morphemic complexes. To model anew concept,
a researcher needs to create an expression entry in the ontology, and provide it with
the meaning (translation) and description (or interpretation) in Russian.! The main
source for establishing the basic meaning of each expression is a text or texts of the
corpus where the expression is used. Regular use of the Tibetan explanatory
dictionary helps to verify the choice of a Tibetologist, who edits the ontology. In
some cases, translating and interpreting linguistic units (especially special terms)
requires thematic dictionaries, thesauri and catalogues. In controversial cases, native
speakers are involved.

The concepts are interconnected with different semantic relations. In addition
to such semantic relations as synonymy, hyponymy, and hypernymy, the ontology
models strictly specified relations between concepts such as the relation between
a physical object and its parts (meronymy); between the agent and the actions that
the agent can perform; between an action and objects towards which this action can

! The Russian language is the language of the software interface, including the ontology itself. In
the ontology, Russian is also used for technical classes and to describe verbal semantics and relations
between concepts.
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be directed, etc. These relations allow semantic analysis of texts and lexical and
syntactic disambiguation to be performed. The basic ontological editor is described
with examples from the Tibetan ontology ([11], [12], [13]). As far as the authors of
this article are currently aware, at the moment, AIIRE is the only system that actually
implements not only word-sense, but also syntactic disambiguation by means of
linguistic ontology without use of any statistical heuristics.

The ultimate goal of our project is to create a complete semantic annotation of
all texts in the corpus. At the moment, 5230 concepts are modelled in the ontology,
including the meanings of all lexical units (verbs, compounds and idiomatic
expressions; 160 concepts in total) of the Sum-cu-pa grammar.

3  ANNOTATION DEVELOPMENT

The Thirty Verses (Tib. Sum-cu-pa, presumably 779" centuries AD) is one of the
first two Tibetan grammatical treatises that laid the basis for traditional Tibetan
linguistics (Tib. sgra’i rig-pa). Tibetan proto-scientific texts have special structural
features and methods of description, and use a large number of grammatical terms and
special lexis. The characteristics of Tibetan poetic texts (omission of grammatical
markers, ellipsis, adding syllables to comply with the poetic meter) also cause a number
of difficulties in syntactic and semantic analysis and require updating of dictionaries
and formal grammar development, along with the use of computer ontology.

3.1 New classes of atoms

Since the grammatical description in the Sum-cu-pa treatise begins with the
structure of Tibetan syllables, after which the author describes the formation and
meaning of various grammatical markers, it became necessary to create two new
separate classes of atoms for letters and exponents of Tibetan morphemes and
function words (e.g., the allomorph gyi of the morpheme KYi that expresses the
genitive case meaning). The class Letter contains the letters of the Tibetan alphabet,
and the class Exponent contains exponents of morphemes, which were used with
metalinguistic meaning in the Sum-cu-pa grammar.

Letters and exponents act like nouns in the text — they can attach attributes
(even to each other like in (1)); act as a subject or direct object of certain verbs.
Separate classes of immediate constituents — entity argument (EntityArg?®) and entity
right argument (EntityRightArg) — were created for combinations “Letter/Exponent
+ intersyllabic delimiter” and “intersyllabic delimiter + Letter/Exponent”. These
classes, in turn, were embedded as arguments into transitive verbal phrases
(TransitiveVP) and noun phrases with genitive (NPGen) respectively, which ensured
correct syntactic parsing of sentences like (1).

2 The names of the CICs from the formal grammar as they appear in syntactic graphs.
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( 1 ) @a@%{\lqw R“”“‘]@a"@‘i’:ﬁéﬂ
su yi u phyis nas // de la gsu- pa ‘i dang-po sbyar
su GEN u remove-EL PDem DAT third GEN first join
‘After removing u [from the grammatical marker] su, add the first [letter] of the
third [alphabet row] to it.’

All atoms that belong to the class Letter were assigned to the ontology concept
yi-ge ‘grapheme’; while atoms that belong to the class Exponent inherit the concept
‘linguistic unit’. Thus, in order to avoid breaks in the annotation and ensure the correct
semantic analysis of the genitive noun phrase from example (1) su yi u ‘u of [the
marker]| su’, the concept ‘linguistic unit’ was connected via the relation ‘to have
a grapheme’, that is a subclass of the general genitive relation ‘to have any object or
process’, with the concept yi-ge ‘grapheme’. The same concepts were used to limit the
verb valencies.

3.2 Topicalized noun phrases

The Sum-cu-pa grammar is composed in heptasyllabic verses, united in shlokas
(Sans. $loka, Tib. sho-k+Ia).? It is written in the most common meter that was used
as a standard translation of Sanskrit shlokas and in much of the native poetry in
classical Tibetan. The meter implies that every line should have seven syllables [14,
p. 410]. In order not to violate the meter, the author of the treatise sometimes
excessively uses the topicalizer ni. The text contains structurally identical phrases, in
one of which there is a topicalizer, while in the other it is absent.

The topicalizer is used after the ordinary noun phrase in only nine out of twenty-
four cases. In other cases, it is added excessively (also for filling out the meter) after
function words denoting case meanings. For example, in (2) it is used after a noun
phrase in the ablative.

Q) g gagp RragyRiagsesy|
bdun pa las ni sha ma gtogs/ /rjes- jug yi-ge bcu ru ‘dod//
seventh ABL TOP sha NEG-belong final consonant phoneme ten TERM accept
‘As for [phonemes that are] from the seventh [row of the alphabet], all except
the first letter belong to the final phonemes.’

For such cases the following CICs were created: topicalized noun phrase in
ablative (TopicalizedAblativeNP); genitive (TopicalizedGenitiveNP); terminative
(TopicalizedTerminativeNP);  dative  (TopicalizedDativeNP) and  ergative
(TopicalizedErgativeNP). In the ontology, the relation ‘to concern an object or
process’ was created for topicalized noun phrases. This relation, in turn, was

3 Element of a poetic text (analogue of a stanza). In the Sum-cu-pa treatise shlokas include from
two to five seven-syllable lines.
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connected via the relation ‘to have an object’ with the class of possible topics (that
is, with any concept).

3.3 Zero nominalization

The term zero nominalization was suggested by N. Hill for morphologically
finite forms occurring in syntactically nominal contexts [15, p. 5]. S. Beyer describes
similar cases when the nominalizer —pa can be omitted between a tense stem of
a verb and a bound role particle [14, p. 305]. Several examples of this phenomenon
can be found in the Sum-cu-pa treatise. In most of them, the right context indicates
that a verb functions as a noun. Usually, the nominalizer —pa occurs only after the
last of several verbs, while the nominalization of the preceding ones is guaranteed by
the choice of the conjunction particle dang like in (3), since dang occurs only after
nouns or noun phrases ([ 14, p. 241], [15, p. 5]).

3) qﬁ'[...]qc'ﬁa]'[...]5:‘:1415'[..‘]5—\6451"@{ mas'mfgxﬁm'éqw%ﬁ
‘dri [...] dang klog [...] dang bshad [...] rnams kyi/ /mtshams-sbyor-sgra la
thogs med
ask CONJ read CONJ speak-PL GEN conjoining_marker DAT obstruct not_exist
“There will be no difficulties with markers linking [words in the process of]
writing, reading and explaining.’

In the first two cases of zero nominalization in (3), the choice of conjunction
particle dang guarantees the interpretation of ‘dri and klog as nominal forms. After
bshad, we meet the plural marker rnams that also follows only nouns or noun
phrases. The CIC poetic verbal noun (PoeticVN) was created for such cases in the
formal grammar. This class was embedded in the CIC for noun phrases in the plural
(InstanceNPPlural) and homogeneous noun phrases (InstanceNPGroup).

In examples (4) and (5), noun coordinators are used only once at the end of the
passage.

4) Exag Ry AER S| s SnerSys NA RS TN |
rjes-jug bcu yi sbyor-ba ni/ /mnyan bsam bstan-pa’i don du sbyar//
final consonant ten GEN join-NMLZ TOP listen think teach-NMLZ
‘As for adding of the ten final consonants, [these consonants] are added for
listening, thinking and teaching.’

(5) BngxAgueEy AR gsN
sdeb-sbyor legs mdzad mkhas rnams
poetry be_good do be_skilled-PL
‘[those who are] skilled in making good poetry’
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In example (4), the nominalizer —pa is used once after three verbs — mnyan ‘to
listen’, bsam ‘to think’, and bstan ‘to teach’— that can be considered as homogeneous
verbal phase. As this not atypical grammatical phenomenon for the Tibetan
language, the special class PoeticHomogenVP was created and embedded into
classes for verbal nominalization.

In example (5), we actually see five verbs with obviously different subordinate
syntactic relations, but without any grammatical markers between them. Only the
last verb takes the plural marker and thus can be undoubtedly treated as a case of
zero nominalization. Still, this passage can be read in several ways. Disambiguation
in this case will be discussed below (see section 3.5).

3.4 Equative verb omission

The equative verb yin expresses equation or identification of two patient
participants (nouns or noun phrases of different length and complexity) [14, p. 255].
The Sum-cu-pa treatise demonstrates several omissions of the equative verb yin
before the statement final particle —O. In most cases, the verb is omitted in
a compound nominal predicate consisting of numeral like in (6).

(6) AR R
kA-Ii sum-cu tham-pa ‘o
consonant thirty even FIN
‘Consonants [are in the amount] thirty even.’

In the formal grammar, there was already a class for the copula group, consisting
of an equative verb and a noun phrase. For cases like (6), the CIC for copula group
with elliptic verb (ElICopulaGroup) was created, in which quantitative noun phrases
were embedded.

3.5 Compounds with complex structure

Modeling of Tibetan compounds’ meanings was the first ontological task, since
most combinatorial explosions contained compounds. As aresult of this work,
a classification of Tibetan verbal and nominal compounds was created. These types
and their formal grammatical and ontological modeling are described in detail in [9].

In some cases, one of the components of a compound is itself a compound. In
the Sum-cu-pa treatise, even more complex structures were discovered. In example
(7), we found five verbal roots following each other without any markers between
them. Relying on the context and several most authoritative commentaries on the
Sum-cu-pa grammar, this passage can be read in the following way:

7 Qq'qx‘gxn"ﬂiﬂw'ux'a{ﬁ'ﬁ'ﬂa‘ﬂm“l'ﬂ

sdeb [pa r] sbyor-[ba] legs-[pa r] mdzad-[pa ‘i] mkhas [pa]
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composite-NMLZ TERM join-NMLZ be_good-NMLZ TERM do-NMLZ GEN
be_skilled-NMLZ
‘[those who are] skilled in good making joining [of words] for composition’

Even if we do not take into account zero nominalization of the last verbal root
mkhas ‘to be skilled’, other verbs in this passage are obviously in subordinate
syntactic relations of different types with the omission of various grammatical
markers. Omission of grammatical markers may be considered acceptable in a poetic
text. However, changing the whole formal grammar to ensure correct syntactic
analysis of this passage will inevitably cause combinatorial explosions. In this
regard, it was decided to model the whole passage as a compound.

According to the created model of Tibetan compounds, reconstructed syntactic
relations allow to consider sdeb-sbyor and legs-mdzad as compound atomic verbal
phrases  with  circumstance  (CompoundAtomicVPWithCirc). The CIC
CompoundAtomicVPWithCirc was made for a combination of CompoundAtomicVP
(verbal phrase within a compound represented by a single verb root morpheme — the
head class) and the modifier — CompoundCircumstance, attached on the left.
CompoundCircumstance stands for a terminative noun phrase within a compound,
consisting of one atom (CompoundAtomicTerminativeNP) and the intersyllabic
delimiter (the terminative case marker is omitted as is usual in compounds). The
basic class of the nominal component of CompoundAtomicVPWithCirc should be
connected by the relation ‘to be a relationship object’ with the relation ‘to have
a manner of action or state’ — the terminative case meaning.

Thus, for the compound legs-mdzad, this relation was established on the basic
class of its nominal component legs-pa ‘being good’ — ‘any process’. Syntactic
relations between sdeb-sbyor ‘poetry’ and legs-mdzad ‘to do well’ are the same as in
compound transitive verb phrases (CompoundTransitiveVP), where the first nominal
component is a direct object of the second verbal component. In turn, the syntactic
relations between sdeb-sbyor-legs-mdzad and mkhas-pa are the same as those between
the components of a noun phrase with genitive compounds (NPGenCompound). These
cases of compounds with complex structure are not common, so it was decided not to
change immediate constituents of the CICs CompoundTransitiveVP and
NPGenCompound, but to create separate classes for compound’s groups.

3.6 Annotation error statistics

As mentioned above, the AIIRE corpus manager automatically searches and
counts cases of unrecognized fragments, gaps between syntactic structures or their
overlaps, and combinatorial explosions. Regular processing of the Sum-cu-pa
grammar gives us the following statistics of these annotation errors (table 1). The
third column also takes into account special cases of described changes, as well as
some minor changes, which were not described here.
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1 2 3 4
Before Before the After the Current
introducing the | improvements | improvements amount
ontology proposed proposed
Amount of gaps (tokens) 151 18 7 9
Unrecognized (tokens) 10 0 0 0
Overlaps (tokens) 9 7 0 4
Combinatorial explosions 0 0 0 0
(tokens)
Amount of gaps (sentences) 744 323 196 196
Unrecognized (sentences) 26 1 0 0
Overlaps (sentences) 96 59 26 31
Combinatorial explosions 7 0 0 1
(sentences)

Tab. 1. The Sum-cu-pa grammar processing statistics

The statistics in Tab. 1 takes into account only text processing cases where the
syntactic and the semantic analysis were performed simultaneously. Here, we do not
provide statistics of annotation errors only for the syntactic mode parsing, because
the processing of texts without semantic restrictions at the previous stages of work
showed critical ambiguity at the level of syntax.

4 CONCLUSIONS AND FURTHER WORK

The fine-tuning of the automatic morphosyntactic and semantic annotation of
the Sum-cu-pa grammatical treatise eliminates all unrecognized fragments in the
text, almost completely eliminates combinatorial explosions, and significantly
reduces gaps in annotation. The remaining breaks are caused by the lack of full
semantic annotation of the text (in the syntactic parsing mode the number of gaps is
much lower, but the number of versions of parsing becomes unacceptably large).

At the moment, most of linguistic phenomena observed in the text are explained
in the current version of formal grammar. We take into account that some of them
can be characteristic only for poetic texts or only for texts of a certain period of the
Tibetan language development. Further work will mainly include development of
semantic annotation of the Sum-cu-pa and completion of work with all the texts of
the corpus (of different periods, poetic and prose).
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Abstract: The paper presents a discussion of homonymy of Czech nouns with
different or varying genders. The lemmas with this type of homonymy are treated in the new
release of the MorfFlex dictionary as separate. We show that the separation of paradigms
according to the gender is not only superfluous, but also clumsy, because it forces a choice
when making one is not necessary. That is why we call this type of hononymy “artificial”.
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1  BASIC CONCEPTS

There are several definitions of homonymy. For the purpose of this paper, we
will use the following one:

Homonyms are words with the same spelling but accidentally different meanings.

The definition concerns only one part of homonymy, namely the homography
(identical written forms). There is also the homophony (identical pronunciation),
but in this paper, only homography will be dealt with under the term homonymy.

There are two terms in this definition that might be a source of misunderstanding.

As for the “words”, there are two basic ways how to capture them: as
individual wordforms or as lemmas. Artificial homonymy relates to the homonymy
of lemmas.

The more difficult term in the definition is the one of “meaning”. No
unambiguous, simple definition of the “meaning” exists. That is the reason why we
will use the term meaning in accordance with “common sense”. We consider two
lemmas homonymous if their meanings are not connected by any means. In other
words, if their spelling is the same only by chance. The example is the lemma kolej,
which has two independent meanings in Czech: 1. a housing facility for students
(college, dormitory), 2. a track or rail.

On the other hand, if a word is used in a figurative meaning, for instance as
a metaphor, we consider it “only” polysemous, not homonymous, though we are
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aware that the distinction between the two terms is fuzzy.! Thus, the lemma usdk
(1. a hare with big ears, 2. a chair with “ears” resembling a hare, or a pot with big
handles resembling ears of a hare) is polysemous, not homonymous, because all the
meanings relate to the ears. Another example of the polysemy is using the same
proper name for a personal name, as well as for the name of his or her company or
firm (e.g. Albert). We will discuss individual types of such polysemy later.

If two words with the same spelling belong to different parts of speech, we
always consider them homonymous, without regard to their meanings. In other
words, in our interpretation, words of different parts of speech have always different
meanings.

Such “inter-POS” homonymy is widespread in English, where many words
(lemmas) can be used as a verb, a noun, and an adjective. An example is the lemma
house. The following examples are from the British National Corpus (BNC).?
The guard was still in the house (noun).
The practice in medieval times was to house (verb) all of the grain crops in the barn.
The house (adjective) door was locked.

In the rest of the paper, we will cope with the Czech language only.

1.1 Homonymy in Czech

With its rich morphology, the homonymy is very common in Czech, but not so
much in our sense — among the lemmas.? Contrary to English, there are only several
lemmas that can be used as different parts of speech similarly to the above English
example with the Aouse. It does not mean that homonymy does not exist. Lemmas
with the same spelling and different meanings do exist in Czech. However, we want
to show that there is a large set of homonymous lemmas where the homonymy (in
the sense presented above) is “artificial”. In other words, it is not necessary to call it
homonymy as we are convinced that there are not two, but only one word with
polysemous property.

There are two basic types of artificial homonymy.

The first one is the homonymy of nouns with different genders, the second one
is the homonymy among adverbs, particles, conjunctions, possibly also interjections
and prepositions.

The latter type is highly dependent on the definitions of the parts of speech
included in the list. This is the reason why we lay aside this type of homonymy. This

! The simple distinction between homonymy and polysemy is given by dictionaries — polysemous
words usually have a single headword, while homonymous ones are divided into more headwords.

2 Data cited herein have been extracted from the British National Corpus, distributed by the
University of Oxford on behalf of the BNC Consortium. All rights in the texts cited are reserved. The
examples are from texts A03, A79 and AON.

3 The Czech language is especially rich in the so called morphological homonymy — homonymy
among word forms. See the impressive treatise in Petkevi¢ [1].
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problem is very complex and its scope extends beyond the possibilities of this paper.
Our recent paper deals only with the homonymy of nouns.

2  MOTIVATION - NOUNS WITH VARYING GENDER

The basis of our study is the Czech morphological dictionary MorfFlex CZ ([2],
[3]), examples were taken from the corpora of the SYN* [4] and Aranea’ [5] series.
For its latest edition, version 2.0, several principles were applied to make the content
of MorfFLex consistent (see [2]). One of those principles is the “Principle of unique
paradigm” saying that there are no two identical paradigms (sets of lemma-tag pairs)
in the dictionary. It means that every paradigm has only one lemma, even if it has
more meanings. This rule was adopted for the reason of simplicity. The lemma kolej
presented above, is a typical example.

Another basic principle — “Principle of morphological differentiation” — implies
that nouns with different genders are different.

The Czech language has three genders — masculine, feminine, and neuter. The
masculine gender may be animate or inanimate. These two subgenders have partially
different inflections. It was probably the reason why they are usually considered two
separate genders in the field of NLP. Thus, in most of the Czech morphological
tagsets, there are codes for 4 genders: masculine animate, masculine inanimate,
feminine, and neuter.

The great majority of Czech nouns have a single gender within their paradigm.
However, there are nouns with varying genders.

There are two basic ways how to describe that situation morphologically. The
way adopted by the authors of the new version of the MorfFlex (see above) was the
division of the paradigm with the varying gender into more paradigms, each having
all the wordforms of a single gender. In such way, the paradigms became separated,
each represented by its own lemma. As both lemmas have the same spelling, they
become homonymous. Technically, in the morphological dictionary, they are
distinguished by means of a numerical index added to the lemma. See the example
of the word kredenc in Tab. 1.

In our view, this solution is superfluous and the resulting homonyms are
artificial. We suggest another solution — rejection of the part of the Principle of
morphological differentiation concerning the noun gender. There is no reason why
wordforms within one paradigm should have only one gender. It is even in
contradiction with the reality.

Let us illustrate both approaches on an example with the lemma kredenc. In the
present version of the dictionary, we have kredenc-1 with the masculine inanimate

4 Accessible at: http://www.korpus.cz.
> Accessible at: http://unesco.uniba.sk/aranea/.
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gender and kredenc-2 with the feminine gender. The meaning of the both is the same
— a cupboard.

If we admitted both genders in the same paradigm, there would be no need to
have two lemmas. The set of wordform-tag pairs will be the union of the pairs from
both paradigms in the former approach (see Tab. 1).

There are several more types of lemmas divided under that principle. They will
be discussed in the following sections.

In the field of NLP, the only thing that should not be violated is the Golden rule
of Morphology ([2], [6], [7]) saying that every combination of alemma and
a morphological tag must not be represented by more than one wordform. If the two
wordforms with the same lemma differ in their gender, even if the rest of the
morphological features is identical, their tags do differ, which is a sufficient condition
for meeting the Golden rule requirement. However, there are some issues that have
to be mentioned and resolved.

2.1 Lemma of a varying gender paradigm

If we merge the paradigms of artificial homonyms with a varying gender,
a question may arise what will the gender of its lemma be? The spelling of the lemma
is unique, but within a merged paradigm, it can be assigned two genders, depending
(only) on the context.

kredenc
kredence NNIP1----- A-—-- kredence NNFP1----- A----
kredencii NNIP2-----A---- kredenci NNFP2-----A----
kredenciim | NNIP3----- A--—- kredencim | NNFP3----- A-—-
kredencum | NNIP3----- A---6
kredence NNIP4-----A---- kredence NNFP4-----A----
kredence NNIP5----- A-—-- kredence NNFPS5----- A----
~ |kredencich | NNIP6-----A---- kredencich | NNFP6-----A---- | &
é kredenci NNIP7----- A-—-- kredencemi | NNFP7----- A---- %
g kredencema |NNIP7-----A---6 | | kredencema | NNFP7-----A---6 §
~ | kredenc NNIS1----- A--—-- kredenc NNFSI----- el —
kredence NNIS2----- A-—-- kredence NNFS2----- A----
kredenci NNIS3-----A---- kredenci NNFS3-----A----
kredenc NNIS4----- A-—-- kredenc NNFS4----- A----
kredenci NNISS5----- A---- kredenci NNFS5----- A----
kredenci NNIS6----- A--—- kredenci NNFS6----- A-—-—-
kredencem | NNIS7-----A---- kredenci NNFS7-----A----

Tab. 1. Merged paradigms of the lemma kredenc-1 and kredenc-2
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In the sentence (1), the adjective wordform malou is described by the lemma
maly (small) and the tag AAFS4----1A---- (the 3™ position F says that it is feminine),
while in the sentence (2) the lemma is the same, maly, but the tag differs in the code
I for the gender (masculine inanimate) at the position 3: AAIS4----1A----. From the
forms of the adjective, the gender of the noun kredenc is deduced. The noun kredenc
can have the same lemma in both examples, but its tags will differ in gender. Both
sentences mean the same: ‘We have a small cupboard.’

(1) Mame malou kredenc. (feminine)
(2) Mame maly kredenc. (masculine inanimate)

The answer is simple. There is no need to assign any gender to the lemma. The
morphological tag is not part of the lemma. The lemma is a wordform in nominative
(usually singular, but there are also pluralia tantum — see later). Its written form can
be described with two tags, which differ in gender, but the lemma itself is unique.

2.2 Gender of undistinguishable wordforms

Another problem could be assigning agender to awordform with an
undistinguishable gender in the given context. An example is the sentence (3), where
it is not clear which gender is the right one:

(3) Mame kredenc. (“We have a cupboard.’)

It differs from the previous examples (1) and (2) by the missing adjective —
there is no clue how to decide about the gender of the wordform kredenc. Thus, in
the present setting of the dictionary, with two lemmas for kredenc, it is necessary to
choose one of them arbitrarily. If we reject the artificial homonymy, the lemma
assignment is easy. However, the necessity of a choice will not disappear. We still
have to choose between the two genders, more precisely — between the tags with
different genders, because the lemma is now unique — kredenc.

In fact, the necessity of choice is the same. Evidently it is not important, the
gender can be assigned randomly in such cases. Sometimes, an objection appears,
that it is necessary that the gender should be the same throughout a single text. With
sofisticated advanced automatic tools this is achievable, or will probably be soon.
However, very often even human authors are not consistent throughout a single text.
That is why automatic tools need not be consistent, either. It follows that the selection
of an appropriate gender for such an occurrence can really be arbitrary.

There are several ways how to decide on a unique solution for each word in
a context without any clue for its gender. The gender selection might be random, or
according to a criterion. The simplest solution would be an ordering according to
a gender preference, the same for all the lemmas. The most natural would probably
be this one: M, I, F, N. The rule for the gender assignment would be: If the gender of
a wordform cannot be decided from the context, pick one which is the leftmost in the
above list. According to that simple rule, the gender of kredenc from the example (3)
would be I (masculine inanimate).
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3  GENDER COMBINATIONS AMONG NOUNS

Let us have a look at possible combinations of genders in the set of all artificial
homonyms from the morphological dictionary MorfFLex CZ 2.0.

The following sections will have the names according to codes of genders:
M masculine animate, I masculine inanimate, F feminine, N neuter.

3.1 MN

There is 15 lemmas of that kind in MorfFlex, two of them being problematic,
possibly wrong. The majority of them (9) are lemmas ending wigh —e or —¢. They are
old words denoting mainly members of nobility (hrabé — ‘earl’, markrabe — ‘margrave’
etc.). They have very unusual morphology for masculine gender in Czech. All these
words have the paradigm typical for the neuter gender. However, according to contexts,
both genders are plausible. In corpora, we can find expressions or sentences such as:

hrabé hohenembsky (masculine) ‘Earl of Hohenemb’;

V 18. stoleti ji vlastnili hrabata z Bubnu (masculine) ‘In the 18" century, it was

owned by the earls of Buben’;

S nimi spfiznéni hrabata Stadnicti ho drzeli az do pocatku druhé svétové valky.
(masculine) ‘earls of Stadnicty, related to them, owned it until the outbreak
of World War I1’;

V navstévnich knihach pak cteme dal§i jména, svéd¢ici otom, ze zamek
navstévovala knizata, hrabata (neuter) ‘In guest books, we read further
names, which shows that the castle was visited by counts and earls’;

Hrabata Desfours-Walderodové na Diinové byla podle vypravovani typicka
hrabata, jak je zname z anekdot a divadelnich frasek. (neuter) ‘The earls of
Desfours-Walderod on Diinov were reputed to be typical earls, as we know
them from anecdotes and theatrical farces’.

There are two more words with a typical neuter ending: pako (‘nitwit’) and
libero (‘libero’). The former one is colloquial, appearing often in a nonstandard
context, the latter one belongs to sport slang. Their gender really varies but we can
see the tendency to use neuter gender in singular and masculine gender in plural
(Tob€ podobni paka mé& opravdu nepiekvapi. (masculine animate) ‘Nitwits like you
won’t really surprise me.”)

Finally, there is the word cockney. In the neuter gender, it means a dialect, in
the masculine gender, a man speaking in that dialect. This particular gender selection
may be subject to discussion but in any case, cockney is one word and as such should
be represented with a single lemma. The same is true for the whole group.

32 IN

All the words in this group are loanwords. Some of them originally come from
ancient Latin or Greek (ostrakon — ‘ostracon’ — a piece of ancient pottery) where it
has the neuter gender, but after becoming part of the Czech vocabulary, people

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 335



started to decline them according to their formal ending, which resembles the Czech
masculine gender. Thus, in texts, both declensions appear.

Some of the words are loanwords with unstable declension (blues, interview).

There is only one word in this group where the separation is reasonable.
House-1 is the Czech word meaning a gosling (young goose) and house-2 is
a loanword with the English meaning house, but with the Czech declension. Here,
strict separation of genders is justified, as the identical spelling is only incidental.
They are true homonyms.

33 IM
The combination of animate and inanimate masculine declension contains 571

nouns. There are four main semantic groups:

A: inanimate lemmas used in figurative meaning for masculine animate persons.
For instance truhlik (‘box’), véchytek (‘bundle of straw’), hajzl (‘toilet’ —
vulgar), klenot (‘jewel’);

B: animate lemmas used in figurative meaning for inanimate things: Spacek
(‘starling”), hlemyzd’ (‘snail’), usdk (‘rabbit’ or ‘hare’), zralok (‘shark’);

C: atool or a person doing the same thing as the tool: kompilator (‘compilator”’),
konstruktor (‘constructor’), komunikator (‘comunicator’), deli¢ (‘divider’),
drzak (‘holder’);

D: other nouns used in both genders with the same or very similar meaning: tenor
(‘tenor’ as aman or as avoice), exot (‘freak’), Clen (‘member’), soliter
(something or someone appearing uniquely).

The groups A and B contain lemmas that appear often in an expressive
metaphorical meaning. It is the reason why we cannot proclaim their meaning
independent. They are polysemous, but not homonymous.

The group C contains nouns denoting either men, or tools/means of an activity
(constructor is someone or something that constructs, drzak (‘holder’) is someone or
something that holds, etc.). There are contexts in which it is even not possible to guess
the correct gender. In such case, however, the gender should probably be consistent
throughout a single text. Thus, the precedence rule would not be appropriate here.

The group D contains words with very similar meanings, the gender of which
often cannot be distinguished even in some contexts. For instance in the sentence:
Tenor se vétSinou ... vibec neprosadi. (‘The tenor usually doesn’t succeed at all.”)
it is not clear, if the tenor is a singer (animate), or his voice (inanimate).

There is one word in the group IM that is really homonymous: rys. Its two
meanings are not connected (animate 1. lynx, inanimate 2. feature), the same spelling
is accidental. In this case, the two paradigms with two lemmas are reasonable. In the
inanimate gender, the word rys has more meanings, but according to the Principle of
morphological differentitaion, there is only one lemma with that gender, regardless
of more meanings.
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34 FI

Nouns having both genders, feminine and masculine inanimate, are typical
words with varying gender. One of them — kredenc — has been already discussed.
Many Czech names of geographical objects, villages and towns, belong to this
group. Very often only inhabitants of the place know the correct gender, as it is
usually a matter of dialect or tradition. A famous example is the Moravian town of
Olomouc, but there are many other (Bubenec, C’ernz’é, Dobroviz, Radom). There are
even different villages with the same name but different genders, according to the
local tradition, but it is not reasonable to have two lemmas for them, as the usage
varies in those cases, too.

This type of gender variation comprises also nouns that appear only in plural —
the so called pluralia tantum. It is usually impossible to guess their gender from the
lemma. There are only several grammatical cases, from which it is possible to deduce
their gender. However, they are very often not unique. In other words, their gender
varies, too.

Compare the paradigms of the lemma varhany (‘organ’ — musical instrument)
in Tab. 2. In the two left columns, there are wordforms and their cases. The last two
columns contain their frequency in the corpus Araneum Bohemicum IV Maximum
of the Aranea series. The black lines mark wordforms that are identical for both
genders in the given case. White lines contain only feminine wordforms, the grey
lines contain only masculine gender.

Wordform |case gender F | gender I
varhany 1 (nom) 16 874
varhan 2 (gen) 10 089
varhanii 3 (dat) -—- 62
varhanam 3 (dat) 556 ---
varhaniim 3 (dat) -—- 170

varhany 4 (acc) 9 988 1170

_-

varhandach 6 (loc) non-stand. 1 000

1567

varhanama 7 (instr) non-stand.

varhany 7 (instr) -—- 416

Tab. 2. Gender distribution across all wordforms of varhany according to the annotation
in the corpus Araneum Bohemicum IV Maximum

The black lines are unfathomable. There is no reason why to assign different
gender to those wordforms, as there cannot be a single clue for their distinction in
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any context. On the other hand, that division causes no problem. It is only strange
and cannot be explained.

The more natural solution could be assigning a single gender to the whole
paradigm. Where there are different forms for a particular case (dative, locative,
instrumental), the wordforms could be considered as variants. Nevertheless,
preserving the current state with different genders is also reasonable. The only
change should be merging all the wordforms under a single lemma of varhany.
Having two lemmas, varhany-1 and varhany-2, does not make any sense. The same
applies to all pluralia tantum from this group, including, again, the proper names
(Lazanky, Sudety).

Generally, in the case of pluralia tantum with the gender varying between F and
I, the gender is not important at all. It has no influence on any type of agreement.
That is why it is not necessary to assign two genders to them. It is reasonable to
choose one according to etymology, dialect, or any other clue, or even randomly, and
to proclaim the forms resembling the other gender inflectional variants.

Another solution would be selection of a single gender for those wordforms
that do not differ. Wordforms with a “visible” gender can keep the different gender.
In any case, it is not necessary to create a different lemma for them.

3.5 FM

There are 206 lemmas having this combination of genders. As the masculine
animate gender is involved, it is clear that feminine “homonyms” will also
denominate living creatures, persons, or animals. There are 78 lemmas ending with
—i type (strojvedouci — ‘train driver’). These nouns follow the soft adjective
declension where the gender manifests itself only in several combinations of case
and number.

Another large group (121) are nouns ending with —a. These nouns are usually
semantically related as they are sort of expressive nicknames for persons, both men
and women: pdpérka (‘weakling’), sirota (‘orphan’), trouba (‘simpleton’, but also ‘an
oven’), etc. Many of them are derived from general words and their usage for a person
denomination is a sort of a metaphor, similar to the group A in the section IM.

The rest are loanwords with indefinite gender: hippie, pair, (super)star, sfinx,
okapi.

There are two more old words, namely chot’ (‘spouse’) and srseri (‘hornet’).
The former one can refer to both a man or a woman, while the latter one appears
ambivalently — as a scientific name it is feminine, but it is commonly used as
masculine.

3.6 FN

This group contains mainly loanwords. Examples: panorama, scifi, promile.
However, the most interesting (and problematic) words are three old Czech words,
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namely oko (‘eye’), ucho (‘ear’), and dité (‘child’) and their derivatives (for instance
biodité ‘bio-child’). They have an unusual morphology, because their varying gender
has a system; they are neuter in singular and feminine in plural.

The solution adopted in the new MorfFlex is the division of the paradigm
according to the grammatical gender, which corresponds with the grammatical
number. Thus, we have the lemma dité-1 having only neuter wordforms in singular,
and lemma dite-2 with only feminine wordforms in plural.

Oko and ucho are even more complicated. They have the regular declension in
neuter for plural, too, but only for the figurative meanings. When speaking about an
organ of a vision or hearing, the gender changes to feminine in plural. In this case,
the results are lemmas oko-1, ucho-1 with the regular declension and the both
numbers, and oko-2, ucho-2 that have only plural feminine wordforms in their
paradigms.

All those irregular words could be captured simply within a single paradigm
with a single lemma and a varying gender.

3.7 FIN

There is one word that appears in texts in three genders. It is the loanword
image that became quite popular but as its ending, and the disagreement of its written
and pronounced form, does not correspond with any Czech pattern, people use it in
all three genders.

3.8 FMN

There are two words in this group: budizknicemu (‘good-for-nothing’) and
rukojmi (‘hostage’). Their belonging to more genders follows from the fact that their
endings are not typical for any nominal gender. The gender in a particular context
can be derived from the agreement rules. Whenever it is not possible, the gender
M seems to be the most appropriate. In any case, all the paradigms can (should) be
merged into a single one, as the meanings are the same for all the genders.

3.9 Gender combinations among foreign proper nouns

Foreign proper names appear very often in the language data. If they denote
persons, they can get the gender according to the sex of the person — either masculine
animate or feminine. If he or she has a company with the same name, we usually
assign it the masculine inanimate or neuter gender. Sometimes, names of persons are
the same as geographical names, with different genders. Thus, the same proper name
can have all genders. In such cases, the gender is often subspecified with the code
X saying that any gender is possible. For a particular noun, every possible
combination of genders can appear in corpora, including the subspecified X.

This situation is visible in MorfFlex CZ 2.0. In fact, the genders were assigned
to foreign proper names according to findings in the data, namely the new PDT-C
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corpus [3], that was manually annotated. On the one hand, it is nice that the dictionary
is in agreement with the corpus, on the other hand, this solution is not general. We
are convinced that a generalization should be made so that foreign names may fit in
any context in which they appear in the future. Thus, a single lemma and a maximally
subspecified morphological tag would be the most general solution. For names that
can undergo Czech inflection, the paradigm may include all the appropriate
wordforms with their tags, no matter which gender the wordforms will acquire.
Moreover, adding foreign proper names to the lexicon is a neverending task.
Guessers should be used instead of increasing the dictionary with this type of words.

4 CONCLUSION

We discussed polysemous nouns and their treatment in the morphological
dictionary MorfFlex CZ 2.0. If they have the same gender, they are now treated as
a single lemma with a unique paradigm. Where the genders differ or, they are treated
as homonyms. It follows that there are two (or even more) paradigms, each of them
with a unique gender, represented by several lemmas distinguished by means of
numerical indexes. We call these homonyms artificial, because we are convinced
that they are not homonyms at all. Meanings of the great majority of them are
interconnected, if not even the same (esp. for lemmas with varying gender).

We presented an overview of possible gender combinations, using the dictionary
MorfFlex and Czech corpora, to show that dividing such lemmas according to their
gender is not necessary. We suggest all the wordforms of possibly more meanings
merge into a single paradigm with a unique lemma. It will make morphological
annotation simpler. Also, maintenance of the lexicon will become easier, especially
with respect to foreign words, as there will be no need to add and to number new
lemmas if they appear with a different gender of a foreign word in future data.
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Abstract: Inspired by earlier work on typological profiling of English by Benedikt
Szmrecsanyi and Bernd Kortmann ([1], [2], [3]), this paper investigates the typological
profiles of English, Spanish, German, and Slovak, applying Szmrecsanyi and Kortmann’s
methodology of calculating a SYNTHETICITY INDEX and an ANALYTICITY INDEX
based on 1,000-word corpus samples. The results show that Szmrecsanyi and Kortmann’s
methodology is replicable, and confirm claims in the literature about degrees of analyticity
and syntheticity of these languages. Instead of a simple analytic-synthetic continuum,
Szmrecsanyi and Kortmann’s “typological space” [3] is used to visualize results, showing
that languages can be both synthetic and analytic to varying degrees.

Keywords: typological profiling, syntheticity index, analyticity index, typological
space, English, German, Spanish, Slovak, corpus samples

1 INTRODUCTION

In morphological typology, the terms synthetic and analytic are widely used to
describe languages based on their morphosyntactic properties. Accordingly,
languages are characterized “as rather analytic [...] or as rather synthetic” [1].
English, for example, has been referred to as “analytic to a very high degree” [4],
and Slovak is considered a synthetic, or inflecting language: It is described as
“vyrazne flektivna” (‘significantly inflecting’) [5] or “Slovencina je prevazne
flektivny jazyk” (‘predominantly inflecting’) [6]. In-between the analytic and
synthetic extremes are languages like Spanish, which has “retained a large number
of synthetic verb forms while undergoing a radical change towards analyticity in the
domain of nouns and adjectives”, and German, where “the verb phrase [...] is one of
structural and lexical analyticity [...] combined with a fairly high degree of
syntheticity in the maximally governing finite verb” [4].

But just sow synthetic or analytic are languages? Statements like ‘analytic
toavery high degree’, ‘predominantly inflecting’, ‘radical change towards
analyticity’, and ‘fairly high degree of syntheticity’ remain somewhat vague.
Addressing this issue, the main objective of the present study is to determine and
compare the typological (i.e., morphosyntactic) profiles of four Indo-European
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languages from across the spectrum that ranges from analytic to synthetic: English,
Spanish, German, and Slovak. Following the methodology of Szmrecsanyi and
Kortmann [3], degrees of analyticity and syntheticity will be calculated based on
random samples drawn from corpora.

Before proceeding, a brief' overview of the history of the terms synthetic and
analytic will be provided — after all, they “have a long and venerable tradition in
linguistics” [1]. They were coined in the early 19" century by August Wilhelm von
Schlegel® [7], whose “simple binary classification” [8] was refined by Sapir [9] into
a “scalar concept of syntheticity” [8]. Building on Sapir’s work, Greenberg devised
a mathematical formula for calculating a “synthetic index”, which he defined as “the
ratio M/W where M equals morpheme and W equals word”, such that “[a]nalytic
languages will give low results on this index, synthetic higher” [10].

Although Greenberg’s formula is very appealing because of its simplicity,
reality is more complicated, which is reflected in the fact that the terms ‘analytic(ity)’
and ‘synthetic(ity)’ are not used consistently in the literature. Szmrecsanyi, for
example, points out “terminological confusion” [1], and Schwegler laments
a “vagueness of terms” [8] in this context. Therefore, precise definitions are in order
at this point.

The approach to analyticity and syntheticity adopted in the present study is that
of Szmrecsanyi and Kortmann, who have done some groundbreaking work. Inspired
by Greenberg’s syntheticity index, Szmrecsanyi and Kortmann defined “overt
grammatical syntheticity” as “the text frequency of bound grammatical markers” [3]
(emphasis in the source), and “overt grammatical analyticity” as “the text frequency
of free grammatical markers” [3] (emphasis in the source), adding a dimension that
had largely been ignored previously.? Thus, languages could be profiled in more
detail by providing measurements of syntheticity and analyticity. Whereas
Greenberg’s synthetic index was used to describe degrees of syntheticity versus
analyticity, with Szmrecsanyi and Kortmann’s approach it was now possible to
describe degrees of syntheticity and analyticity.

As the terms grammatical syntheticity and grammatical analyticity indicate,
Szmrecsanyi and Kortmann [3] focus on the marking of grammatical information,
disregarding lexical processes such as derivation and compounding. Furthermore,
Szmrecsanyi and Kortmann’s approach is only concerned with overt grammatical
marking, that is, the presence of morphemes, ignoring phenomena such as null

! The reader is referred to chapter 1 in Schwegler [8] for a detailed overview (as pointed out by
Szmrecsanyi [1]).

2 Schlegel originally used the terms ‘synthetic’ and ‘analytic’ to distinguish between the
evolutionary stages of inflectional languages, as noted by Askedal [4].

3 Although, as Szmrecsanyi notes [1], the need for an analyticity index was noted as early as the
1980s by Kasevi¢ and Jachontov [11].
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marking, or zero morphemes.* They do, however, take into account “allomorphs
including ablaut phenomena [...] and other nonregular, yet clearly bound
grammatical markers” such as suppletion [1]. Szmrecsanyi and Kortmann’s precise
definition® of grammatical analyticity and grammatical syntheticity is thus as
follows:

“[Flormal grammatical analyticity [is defined] as comprising all those coding
strategies where grammatical information is conveyed by free grammatical
markers, which we in turn define as function words that have no independent
lexical meaning. Conversely, we take formal grammatical syntheticity to comprise
all those coding strategies where grammatical information is signaled by bound
grammatical markers.” [3] (emphasis in the source)

Based on this definition, Szmrecsanyi and Kortmann devised the following two
formulas, which will be applied in the present investigation:

(1) “The analyticity index: the ratio of the number of free grammatical markers in
a sample (F) to the total number of words in the sample (W), normalized to a sample
size 0f 1,000 tokens. Hence: ANALYTICITY INDEX = f/w x 1,000.” [3] (emphasis in the
source)

(2) “The syntheticity index: the ratio of the number of words in a sample that bear
a bound grammatical marker (B) to the total number of words in the sample (W),
normalized to a sample size of 1,000 tokens. Hence: SYNTHETICITY INDEX = b/w x
1,000.” [3] (emphasis in the source)

Szmrecsanyi and Kortmann’s work focused on English and its varieties, e.g.,
intra-lingual variation in English across different registers [1], comparing Learner
Englishes to L2 varieties of English [3], and tracing the diachronic evolution of
English [2]. However, what is of much greater interest in the context of cross-
linguistic typology is what appears to have been more of a by-product of one of their
studies. To “investigate the issue of substrate effects” on Learner Englishes [3],
Szmrecsanyi and Kortmann included the following six European languages:
Bulgarian, Czech, French, German, Italian, and Russian. Table 1 provides an
overview of their results: the analyticity and syntheticity indices of these languages,
based on 1,000-word corpus samples.

The numbers correspond to what most linguists would intuitively predict. Low
syntheticity index (SI) scores were determined for English (SI: 197) and French (SI:

4 Incidentally, most grammars that were consulted in the context of the present study explicitly
reject the concept of a zero morpheme (e.g. the approaches of the Real Academia Espafiola’s [12] and
the Duden, a grammar of German [13]). However, some do not (e.g. Dvon¢ et al. [5] and Oravec [6]).

° Note that Szmrecsanyi and Kortmann’s definitions are “strictly formal [...] and not semantic” [1]
in nature. Thus, the multiple meanings of portmanteau morphs are disregarded in calculating the
syntheticity index.
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153), which are analytic languages (as noted by, e.g., Oravec [6]). Conversely, Czech
(SI: 683) and Russian (SI: 670), two synthetic languages, have the highest SI scores and
the lowest analyticity index (Al) scores (Czech Al: 334; Russian Al: 300). English (Al
427) and French (Al: 439) score high in this regard, and German (SI: 301, Al: 436),
Bulgarian (SI: 394, Al: 372) and Italian (SI: 250, Al: 458) cover the middle ground.

Language Analyticity index Syntheticity index
(British) English® 427 197
Bulgarian 372 394
Czech 334 683
French 439 153
German 436 301
Italian 458 250
Russian 300 670

Tab. 1. Analyticity and syntheticity index values of various European languages,
data from Szmrecsanyi and Kortmann [3]

Note, however, that these results are based on “comparatively small corpora”
consisting of “approx[imately] 10,000 words of running text each [...] sampling
newspaper prose” [3]. Furthermore, Szmrecsanyi and Kortmann had part-of-speech
(POS) annotation carried out by a different person for each language, “typically by
native speakers” [3]. While there are good reasons for recruiting native speakers,
who can be expected to have sound knowledge of their L1 languages, Szmrecsanyi
and Kortmann’s approach comes with the disadvantage that there might have been
inconsistencies in coding, affecting the comparability of their results.

The present study, apart from shifting Szmrecsanyi and Kortmann’s focus on
synchronic and diachronic intra-linguistic variation in English to infer-linguistic
variation, seeks to address these issues by using random samples from much larger
corpora and having data annotation carried out by the same researcher. The languages
chosen were English, Spanish, German, and Slovak, based on the following
considerations: (1) To test the feasibility of applying Szmrecsanyi and Kortmann’s
methodology to further languages (i.e., Spanish and Slovak); (2) to see whether
Szmrecsanyi and Kortmann’s study could be replicated with regard to English and
German; (3) because English and Slovak fall on the opposite ends of the analytic-
synthetic continuum, with Spanish and German covering the middle ground; and (4)
because the author is fluent in all four of these languages, so they could be coded
with a high degree of consistency.

¢ Szmrecsanyi and Kortmann actually investigated three different registers of the British National
Corpus (BNC), including conversation, university essays, and school essays. The value provided here is
that of university essays [3], as this register appears to be the most comparable to the newspaper prose
that was sampled for the other European languages.
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The main objective of the present study is, thus, to calculate, following
Szmrecsanyi and Kortmann’s methodology, the analyticity and syntheticity
indices of English, Spanish, German, and Slovak. The data that will serve as
a basis for these calculations consists of 1,000-word random samples extracted from
four Sketch Engine corpora [14], [15]. Since these corpora were compiled by the
same researchers, there should be a high degree of comparability between languages.

The expected results are as follows: Based on Szmrecsanyi and Kortmann’s
findings, English should score high in terms of analyticity and low in syntheticity.
Slovak, a synthetic language, should have scores similar to its close relative
Czech’, for which Szmrecsanyi and Kortmann determined a low analyticity index
and a high syntheticity index (see table 1). The analyticity and syntheticity indices
of German, for which Szmrecsanyi and Kortmann determined an Al of 436 and an
SI of 301, as well as Spanish, for which no such indices have been calculated so far,
should fall somewhere in-between English and Slovak.

2 DATA AND METHODOLOGY

The main objective of this study, as outlined in section 1, is to determine the
analyticity and syntheticity indices of English, Spanish, German, and Slovak. The
calculations are based on data samples from the Slovak Web 2011 (skTenTen11), the
Spanish Web 2018 (esTenTen18), the German Web 2013 (deTenTenl3), and the
English Web 2015 (enTenTen15) corpora, which were queried using Sketch Engine’s
online interface® in July and December 2020; these corpora were chosen for reasons
of comparability.” CQL queries were used to extract all words from each corpus,
excluding punctuation and other symbols.!® Subsequently, a 1,000-word sample was
drawn by means of Sketch Engine’s “get a random sample” function. These samples
were downloaded as CSV files and annotated in LibreOffice Calc [17], and then
saved as ODS files."! Each token from the random sample was subsequently
annotated for the following variables:

«  FUNCTION WORD (levels: TRUE, FALSE)

«  NUMBER OF BOUND GRAMMATICAL MARKERS (levels: 0, 1, 2...)

7 Actually, the two languages are so closely related to each other that they are generally considered
to form a “dialect continuum” [16].

8 Access to Sketch Engine (https://app.Sketch Engine.eu) was generously made available to the
Catholic University of Eichstitt-Ingolstadt through the ELEXIS Program (https://elexis.is).

° As one reviewer noted, the Slovak National Corpus could have been used to achieve a higher
degree of representativeness. However, in the interest of obtaining comparable samples, it was decided
to use skTenTen11, which is more similar to the other corpora in that it contains texts from the web only
and was compiled by the same researchers.

10 The full CQL expressions are contained in the files at the research project’s OSF repository (see
below).

T All files — including the original CSVs downloaded from Sketch Engine and the manually coded
ODS files — are available at the following OSF repository: https://osf.io/9w3u5/.
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Annotation and morphological segmentation to determine the number of bound
grammatical markers was carried out based on the following standard grammars:

. English: A Comprehensive Grammar of the English Language [18],

. German: Duden: Die Grammatik [13],

. Spanish: Nueva gramatica de la lengua espariola [12],

. Slovak: Morfologia slovenského jazyka [5]; Morfologia spisovnej slovenciny [6].
The coding of the variable FUNCTION WORD, which involved checking

whether the word token was “synsemantic”, i.e., with “no independent lexical
meaning” [1], was greatly facilitated by POS annotation in the corpora. Nevertheless,
each token was manually checked, as corpora have been known to contain erroneous
tags. Each word token with a POS tag corresponding to closed word classes loaded on
to the analyticity index of the respective language. This included prepositions,
pronouns'?, determiners, conjunctions, modal/auxiliary verbs, negators, primary verbs
in auxiliary function (English), the infinitive marker 7o (English), and particles.

Next, the number of bound grammatical markers (i.e., affixes) was counted. To
do so, each word token was segmented using the paradigmatic substitution test to
determine whether a morpheme carried meaning. Thus, the Slovak word pripravila
‘she prepared’ would be segmented into three morphemes; a stem (pripravi-) and
two grammatical affixes that indicate past tense (-/-) and gender (-a). Regarding
English, this was a rather simple undertaking, since no more than one grammatical
suffix can attach to a word at a time. In the case of Spanish, German, and Slovak,
however, matters were more complex:

. In German, there are certain noun inflection classes whose dative plural endings
can be segmented into two separate morphemes, e.g., den Tag-e, -np [19]. Also,
certain past tense forms of verbs have two segmentable affixes, e.g., such-tepg-st,gg
[19]. Circumfixes, e.g., geps-sag-t,sr, however, were only counted as one
morpheme, as were combinations of umlaut with suffixation, e.g., der Turmg; —
die Tiirm-ep, ;

. In Romance languages including Spanish, “number and gender marking on nouns
and adjectives is [...] typically suffixal” [20], so that these word classes can carry
up to two distinct suffixes, e.g., nifi-0,-sp;."* Similarly, inflected Spanish verbs can
carry up to two suffixes [12], e.g. cantd-bay,p-mos, ;'

12 Although note that some Slovak grammars exclude pronouns from the group of synsemantic
words [6].

13 Concerning the approach to the grammatical gender morpheme in Spanish in the present paper,
cf. [12].

14 Note that according to the Nueva gramdtica de la lengua espariola, inflected verbs in Spanish
can actually be segmented into up to four components: root; thematic vowel; tense, aspect and mood
marker; person and number marker [12]. In the present study, however, the thematic vowel was
disregarded, as it does not carry any meaning [12], making its morpheme status (which in the present
study is defined as ‘the smallest meaning-bearing unit’) disputable.
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. Slovak superlative adjective forms can be segmented into three affixes (comparative,
superlative, and gender), e.g. najqp-siln-ejs oyp-iay.

Thus, in Spanish, German, and Slovak, one word token could load on to the
syntheticity index multiple times. Once the data was annotated, the “two Greenberg-
inspired index values” [3] were calculated according to Szmrecsanyi and Kortmann’s
formulas (see section 1).

3  RESULTS AND DISCUSSION

After annotating the 1,000-token samples, the analyticity and syntheticity
indices were determined for each language. Table 2 presents the results:

Language Analyticity index Syntheticity index
English 395 210
Spanish 423 410
German 458 517
Slovak 355 595

Tab. 2. Analyticity and syntheticity indices of English, Spanish, German, and Slovak

A first glance at table 2 confirms the expectations outlined in section 1. English
scores low in syntheticity, with an SI of 210 — that is, out of 1,000 words, 210 bear
a grammatical marker. In contrast, Slovak has the highest syntheticity score: the
1,000-word sample contained 595 inflectional morphemes. Spanish (SI: 410) and
German (SI: 517) are in-between these two extremes. Slovak has the lowest Al score
(AL 355), i.e., only 355 function words were found in the 1,000-word sample.
Interestingly, Spanish (Al: 423) and German (Al: 458) actually score higher than
English (AI: 395) in this regard.

Regarding Szmrecsanyi and Kortmann’s [3] results for English (Al: 427; SI:
197), the present study’s results (Al: 395; SI: 210) come very close. A Chi-squared
test confirms that there is no statistically significant difference (Al: y*=1.25, df=1,
p>0.5; SI: y*=0.42, df=1, p>0.5). Furthermore, Slovak (Al: 355; SI: 595) turned up
similar scores as its close relative Czech, for which Szmrecsanyi and Kortmann
determined an Al of 334 and an SI of 683. This suggests that their method is indeed
replicable.

However, German (Al: 458; SI: 595) deviates significantly from Szmrecsanyi
and Kortmann’s results (Al: 436; SI: 301) with regard to syntheticity, as a Chi-
squared test confirms (Al: ¥*=0.54, df=1, 0.5<p<0.1; SI: y>=57.04, df=1, p<0.001).
One explanation might be that the texts from which the samples were drawn differed
from each other. This is not entirely implausible — one of Szmrecsanyi’s studies
showed, for example, that “variability in analyticity and syntheticity is endemic,
surprisingly so, even among closely related dialects and varieties of the same
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language” [1]. For clarification, it would be necessary to compare the data to
Szmrecsanyi and Kortmann’s data set.

Figure 1 provides visualization of the results by means of Szmrecsanyi and
Kortmann’s “typological space”, where the y-axis “plots analyticity index scores
while the [x]-axis indicates syntheticity index scores” [3]. Thus, a highly analytic
language such as English will be in the top left corner (high analyticity, low
syntheticity), whereas a synthetic language such as Slovak will be found in the lower
right corner (low analyticity, high syntheticity). For comparison, the figure also
contains Szmrecsanyi and Kortmann’s [3] results for English, German, and Czech
(as gray data points).

500 — ® English
A Spanish
P * (German
450 — + Slovak
3] A English (S&K)
'g C zech (S&K)
E, 400 — - German (S&K)
8
> 350 — »
<
o
<
300 —
2500 —
I | I | | I
200 300 400 500 600 700
Syntheticity index

Fig. 1. Typological space: analyticity vs. syntheticity (in index points); index values from
Szmrecsanyi and Kortmann [3] in gray

The typological space facilitates comparison between languages. Figure 1
shows that in terms of syntheticity, the ‘in-between’ languages German and Spanish
cover the middle ground between the ‘extremes’, English and Slovak. Another
insight from the diagram is that analyticity and syntheticity are not necessarily
exclusive categories or opposite poles of a one-dimensional continuum (as discussed
in section 1): While English is indeed a “textbook example of a language that has
developed from a synthetic language into an analytic one” [1], scoring high in
analyticity and low in syntheticity, German and Spanish are not only more synthetic,
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but also more analytic, a fact that is not easily appreciated without this kind of
visualization.

4 CONCLUSION

The present study has demonstrated the feasibility of typologically profiling
languages using Szmrecsanyi and Kortmann’s [3] methodology, that is, determining
degrees of syntheticity and analyticity of languages based on naturalistic language
data in the form of corpus samples. It was possible to confirm claims in the literature,
such as English being “analytic to a very high degree” [4] and Slovak being
“significantly inflecting” [5]. By calculating analyticity and syntheticity indices,
such claims can now be substantiated with empirical evidence. It was also
demonstrated that analyticity and syntheticity indices allow for avery precise
comparison of languages.

It was furthermore shown that instead of an analytic-synthetic continuum, it is
more appropriate to use a typological space consisting of two axes. This is because
languages can be synthetic and analytic to varying degrees. It was also possible to
replicate Szmrecsanyi and Kortmann’s [3] results regarding English and German,
although German deviated considerably with regard to the syntheticity index. The
present study has also highlighted the manifold possibilities in which corpus data
can and should be employed in linguistics. Beyond exploring syntactic, lexical, and
morphological phenomena, it can also be employed for the typological profiling of
languages.

Finally, it must be noted that calculations of analyticity and syntheticity based
on word/morpheme counts must always be taken with a grain of salt, because as
usual, matters are more complex than they appear at first glance. As Schwegler
notes, “many of the so-called analytic constructs [...] have a considerably tighter
morphological cohesion (i.e., are more synthetic) than the label analytic suggests”
[8]. In this context, he mentions that “[Old French] je ‘I’ has a morphosyntactic and
semantic profile which in many ways parallels that of its [Latin] ancestor ego, but
[...] in many ways differs fundamentally [...] by having entered into a tighter
relation with the verb” [8]. Similarly, the English pronoun /is in a tighter relation
with the verb than its counterpart ja in Slovak, which is a pro-drop language like
Latin.

Likewise, one might argue that there are varying degrees of syntheticity.
Consider the Slovak locative case, which is marked on nouns with a suffix. A noun
with a locative suffix would, therefore, add to the syntheticity index. However,
locative-case nouns never appear without a preposition in Slovak, having lead some
to even speak of ahybrid synthetic-analytic strategy [6]. However, the present
study’s approach simply takes words and morphemes and drops them into one of
two bins — synthetic or analytic — instead of taking into account the context (e.g.
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personal pronouns or prepositions) within which they are found. To address concerns
about varying degrees of analyticity (e.g. pronoun-verb relation in English) and
syntheticity (e.g. locative case with obligatory prepositions in Slovak), future
research will have to take into account the context of words and how strongly they
are ‘attracted’ to each other.

The present small-scale investigation, which is to be understood as a pilot study,
holds considerable potential for future research. Calculating the analyticity and
syntheticity indices of other languages, it is possible to further test and corroborate (or
refute, for that matter) claims in the literature, e.g., about typological relatedness. For
example, Czech and Slovak have been described as “two closely related languages”
[16] — the present study could not only confirm this claim, but also determine just zow
closely they are related. From a diachronic perspective, syntheticity and analyticity
indices can help trace the morphosyntactic evolution of languages [2]. As Schwegler
notes, “many long-term diachronic changes cannot be grasped appropriately without
the notions of analyticity and syntheticity” [8]. Finally, one issue that arises from using
the Sketch Engine corpora is that they are composed of texts from the internet, which
raises questions about their representativeness. Future research should, therefore, be
based on data from more balanced corpora.
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Abstract: The paper deals with the acquisition of Slovak word order in written texts
of students of Slovak as a foreign language. Its attention is focused on identifying the correct
and incorrect placement of enclitic components, and their erroneous usage is analysed with
respect to different investigated variables (types of enclitic components, types of syntactic
construction, distance from lexical/syntactic anchor, and realization in pre- or post-verbal
position). The paper also pays attention to the error rate regarding individual proficiency
levels of students, and error distribution in two language groups, Slavic and Non-Slavic
learners, is compared.
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1 INTRODUCTORY REMARKS

Among morpho-syntactic phenomena, one of the most problematic challenges
for students of Slovak as a foreign language is acquiring word order. The main
reason is that Slovak word order is formed on the borderline of three major principles,
i.e., functional sentence perspective, prosody, and grammar, which represent
independent factors determining the linear order of a sentence, yet they sometimes
interfere with each other. Since linearization of Slovak sentence structure is not
determined by the grammatical functions of sentence components (except for
attributes within noun phrases) and its major function is to express information
structure (see [1]), it is characteristic of relative flexibility. On the other hand, word
order flexibility is highly restricted with respect to position of attribute phrases and
clitics due to grammatical and prosodic rules which govern their placement. Clitics,
especially, represent one of the most specific and intricate phenomena within the
word order of many languages. Even the languages with most similarities differ in
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clitic placement, as pointed out by Uhlifova regarding Czech, Slovak, and Polish [2,
p. 82]. This fact also opens up space for their erroneous usage in texts produced by
highly proficient speakers.

The present paper is aimed at investigating acquisition of enclitics ordering by
foreigners learning Slovak as L2. Based on performance analysis [3, p. 73], the aim
is to map accuracy in the placement of enclitics with respect to the level of language
acquisition (lower proficiency versus higher proficiency level) and the affiliation of
the learners’ mother tongue(s) to alanguage group (Slavic versus non-Slavic
language family). To get a closer picture of Slovak word order acquisition, we
compiled our own corpus of written texts of students learning Slovak as a foreign
language at different proficiency levels, and we supplied each enclitic component
present in the texts with annotation tags reflecting different variables. By measuring
the error distribution and relating the statistical values with specific features of the
texts (syntactic complexity), our aim was to specify how fully learners of the two
language groups acquire the principles of enclitic ordering at different stages of their
interlanguage.

However, determining the extent to which learners use a certain language
feature accurately presupposes identification of an error and its distinction from
correct use. Within the Slovak context, one particular circumstance that hinders
identification of erroneous or inappropriate word orders is the absence of theoretical
and practical investigation into word order, which would show preferential patterns
of word order in Slovak as 1. The only work on this topic in the Slovak context was
published in 1966 by J. Mistrik [4]; other works concerning Slovak word order focus
mostly on syntagmatic word order (cf. [5]) and are not based on corpus data. The
description of Slovak enclitics and their linear ordering within the Slavic context can
be found in Frank & King [6] and Belicova & Uhlifova [7]. The situation in Slovak
is largely at odds with that of Czech in which word order behaviour of clitics
attracted significant attention both in investigation of Czech as L1 (cf. [8] for an
overview) as well as L2 (cf. [9]).

The structure of the present paper is as follows: based on the theoretical
literature available, in Section 2, we present a short definition and classification of
enclitics in Slovak. In Section 3, we describe our samples and methods for annotating
these enclitics. In Section 4, statistical results are presented, and Section 5 is devoted
to discussion of the results and the conclusion.

2 CLITICS IN SLOVAK WORD ORDER

2.1 Definition of clitics

Prosody relates to the word order realization of phonologically non-independent
elements devoid of word stress called clitics, which cannot be realized freely, i.e., in
various sentence positions depending on the pragmatic and discourse function, but
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their position within the sentence structure is determined phonologically. Slovak
belongs to those languages which follow Wackernagel’s Law and its clitic elements
belong to the category of second-position clitics (2P)! [10], which are typical of
having “dual citizenship”. Within the sentence, they follow an initial element called
prosodic host (anchor), a clause-initial unit, usually the first sentence constituent.
However, morphologically, lexically, or syntactically they belong to the governor,
most typically a verb position not conditioned prosodically within the sentence. As
the prosodic host of the clitic component and its governor do not necessarily
correspond, it may lead to emergence of constituent discontinuity (cf. [1]).

Phonologically, 2P clitics are enclitics, however, they may be procliticized under
certain circumstances. It happens in complex sentences with a matrix clause containing
a clitic item which is realized discontinuously, being disrupted from the initial sentence
component by an interposed subordinated clause. If the clitic component is realized
after the interposed clause (after a pause), phonologically, it is procliticized to the
following sentence constituent, e.g., Samozrejme aj to, o je na tanieri, ma inspiruje.
‘Of course, everything on the plate inspires me, too.” (Omnia Slovaca III).

2.2 Classification of clitics in Slovak
2.2.1 Constant and inconstant clitics

Prosodic deficiency (the absence of word stress) is not always considered as the
defining feature of clitic components. In many theoretical works, constant and
inconstant clitic components are differentiated, the former labelled enclitics tantum
and the latter as volatile enclitics (cf. [4] for Slovak). The following characteristics
can be stipulated for those two groups:

(i) Enclitics tantum, or pure sentential clitics (cf. [11] for the term), can be
defined as prosodically deficient unstressable elements that are unstressed
independently of the context in which they are realized, thus, they are unable to be
focused and cannot be moved to initial position. According to Junghanns [12], they
can be labelled as lexical clitics, as the clitic status represents an inherent part of
their lexical “equipment”.

! Despite the fact that Slovak clitics are defined as second position clitics, there are many
deviations from that rule. Ambiguity of clitic placement holds especially true for two structure types: (i)
for compound and complex sentences with certain complementizers, e.g., after ale (‘but’), the enclitic
component can either occupy the position immediately after the complementizer: Vydala sa za nejakého
Bergera, ale sa s nim rozviedla. ‘She married a certain Berger but she divorced him.” (Omnia Slovaca
III), or after the first sentence constituent: Citila jeho dych za chrbtom, ale neobratila sa. ‘She felt his
breath behind her back but she did not turn around.” (Omnia Slovaca III); (ii) for sentences with a multi-
constituent thematic part: the enclitic component can either occupy the second position (after the
complementizer): Teraz prisiel trest za to, Ze sa kedysi vzdala svojho syna. ‘Now came the punishment
for her giving up her son.” (Omnia Slovaca III), or it is realised after the first thematic item: S. Markovic
spomina, ze kedysi sa naklad nosil hore sice tazsie, ale ovela romantickejsie. ‘S. Markovic¢ recalls that
carrying the load up used to be more difficult, though much more romantic.” (Omnia Slovaca III).
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(i) Volatile/inconstant enclitics or semi-clitics (cf. [11] for the term) can be
defined as prosodically unstressed elements that can have phonological autonomy
under certain contextual conditions. In Junghanns [12], they are labelled as
phonological clitics due to the fact that their clitic status is formed “in the
phonological part of the [sic] grammar usage”.

However, the boundary between clitics and non-clitics is often blurred. This is
especially the case of inconstant/volatile enclitics. As Hana [1, p. 74] points out,
enumerating the exact set of clitics is far from trivial and probably impossible. In our
approach, clitic status is ascribed to those monosyllabic auxiliary and non-auxiliary
and bi-syllabic auxiliary components?> which conform to the property specified by
Hana ([1]): [1P-C1] A word between 1P and aclitic is a clitic.> The dataset of
investigated clitic components will be specified in the following section. Due to low
frequency in students’ texts, we also decided to omit clitic conjunctions and particles
from our investigation.

2.2.2 Verbal and argument clitics

Enclitics can be further divided into two categories depending on the possibility
to independently fulfil syntactic functions within the sentence. Dependent
morphological enclitics relying on their lexical governor (the verb) and functioning
as exponents of grammatical categories (tense, mood, voice, person, number) can be
labelled as verbal clitics. In Slovak, the following verbal enclitic components can be
differentiated: (i) conditional enclitic tantum: exponent of mood (the clitic
component marking conditional mood), (ii) auxiliary enclitics tantum: exponents of
person and number (auxiliary components marking person and number in l-participle
forms of the preterite and antepreterite som, si, sme, ste), (iii) reflexive enclitic
tantum: exponent of voice (the reflexive clitic sa marking passive voice within
reflexive deagentive constructions).

On the other hand, independent lexical enclitics capable of fulfilling syntactic
functions within the sentence as verbal complements (with the verb as their syntactic
governor) can be labelled as argument clitics. Argument clitics are represented by weak
or short pronominal forms, coding both direct and indirect objects or adverbials. Among
argument clitics, the following subgroups can be singled out: (i) non-prepositional
personal enclitics tantum: short forms of personal pronouns which stand in opposition
to long accented forms (ma — miia ‘me’, ta — teba ‘you’, ho — jeho ‘him’, mi — mne
‘me’, ti — tebe ‘you’, mu — jemu ‘him”), (ii) non-prepositional personal volatile enclitics:

> Due to unclear status in theoretical studies, we decided to exclude bi- and tri-syllabic
prepositional-pronominal forms from our dataset, e.g., s nami ‘with us’, pre miia ‘for me’, na neho ‘on
him’.

3 Hana [1, pp. 75-76] uses two other criteria for clitic delimitation: “Clitics cannot occur in
isolation, e.g., as an answer to a question.”, “Clitics cannot occur sentence-finally”. As inconstant clitics
are also included in our dataset, we do not apply these criteria.
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unparalleled forms of personal pronouns which can be used either as enclitics or as
accented full forms (ju ‘her’, nds ‘us’, vas ‘youw’, ich ‘them’, jej ‘her’, nam ‘us’, vam
‘you’, im ‘them’), (iii) demonstrative volatile enclitics: forms of demonstrative pronouns
which can occupy the initial position in the stressed form or under certain conditions
they become prosodically dependent and behave like enclitic elements (fo ‘that’, tu
‘here’, tam ‘there’, tak ‘so’, etc.), (iv) prepositional volatile enclitics: forms of personal
and demonstrative pronouns (k ndm ‘to us’, k vam ‘to you’, k nej ‘to her’, s nim ‘with
him’, s riou ‘with her’, s tym ‘with that’, etc.), (v) reflexive enclitic tantum: reflexive
pronouns sa, si functioning as weak, unstressed forms of the longer forms seba, sebe.
The clitic status of the copular byt ‘to be’ is disputable and there is disagreement as to
the clitic nature of the copular ‘be’ in Slavic languages. The opinions on the enclitic
status of ‘be’ forms can be classified as follows:

— enclitic status is assigned only to the auxiliary be-forms (e.g., [8], [6]);

— only the auxiliary byr in the present tense within passive constructions is

labelled as an enclitic component (e.g., [11]);

— only auxiliary forms of the past conditional and antepreterite (byl/a for Czech)

and present forms of the non-auxiliary byt can acquire clitic status (e.g., [13]).

As can be seen, the deciding criterion for assessment of enclitic status to
a component is associated with the degree of grammaticalization (auxiliaries as the
most grammaticalized elements). However, according to Palkova [14], it is
a common process that monosyllabic elements often lose stress and became part of
the prosodic tact of the neighbouring word. She states that it is a matter of rhythm,
not grammatical status. If Palkova’s assumption is right, then the nature of be-forms
is not determined by its grammatical status (auxiliary vs. copular vs. full lexical), but
by contextual distribution. In that sense, the copular by#' can also be described as
a volatile enclitic element. In our data, enclitic status is assigned to: (i) monosyllabic
forms of byt' (auxiliary, copular, full lexical) realized in the second position: *7eraz
Kabula je stastna a Zije v Pol'sku. — Teraz je Kabula stastnd a Zije v Pol'sku. ‘Kabula
is now happy and lives in Poland.’ = copular by#' (Polish, A2), VSetko v tom meste jej
pripominalo Marka, ktory je teraz niekde nad niou ‘Everything in the town reminded
her of Mark who is now somewhere above her.” = full lexical byt (Serbian, B2), (ii)
disyllabic forms of byt (auxiliary elements in past conditional, antepreterite and
periphrastic passive) realized in the second position: *Vitaz vyberal ciel’ charitativny,
na ktory davanda bola cena. — Vitaz vyberal ciel’ charitativny, na ktory bola davand
cena. ‘The winner would select a charitable cause for the prize to be awarded to.’
(Polish, A2).

Enclitic components can aggregate into clitic clusters comprising
(hypothetically) 2 — 7 components. The internal organization of clitic clusters in
Slovak can be described as follows: BY > AUX > REFL > NON-ARG. DAT > ARG.
DAT > ACC > GEN > CONIJ. However, in real communication, such extensive
clusters are rather rare. In our data, clitic clusters usually comprise 2 to 3 members.
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Mono-syllabic forms of the verb byt ‘to be’ (independent of their lexical status)
can occur as part of clitic clusters between 1P constituent and another clitic, e.g.,
Skoro je mi ta luto. ‘1 almost feel sorrow for you.” (Omnia Slovaca III). Bi-syllabic
forms do not show similar behaviour, compare: *Skoro bolo mi ta luto., Skoro mi ta
bolo lito. That’s why monosyllabic forms of the verb byt are treated as inconstant
enclitics and form part of our dataset.

3  METHODOLOGICALASPECTS OF RESEARCH

3.1 Data description

To conduct our investigation of word order errors in texts written by foreigners
learning Slovak, we compiled our own corpus of written texts. The data come from
a pre-pilot version of the Corpus of Texts of Students Learning Slovak as a Foreign
Language (errkorp-0.1) [15] which is under development. In its current state, the corpus
comprises 12 733 tokens and 10 428 words. As the volume of the given corpus with
respect to the amount of word order errors was not sufficient, we completed it with our
own texts.* All sentences with enclitic components were transcribed into Excel and
were assigned annotation tags reflecting the investigated variables (see 4.2). Overall, we
analysed 81 texts, of which 43 texts come from students of Slovak with a Slavic mother
tongue and 38 texts were produced by students with a non-Slavic mother tongue.’ The
texts were divided by proficiency level into two categories: 54 texts at the lower
proficiency levels A1 — Bl and 27 texts at the higher proficiency levels B2 — C1
(according to CEFR). The aim was to obtain approximately 50 errors of enclitic
placement in both language categories of texts at both investigated levels (Al — B1 and
B2 — C1), which is around 200 errors in total, which we considered to be the minimum
amount for our analysis purposes. Overall, 1305 sentences with clitic components were
analysed out of which 217 contained errors in enclitic usage and in 1089 enclitics were
used correctly. The entire database is published online at zenodo.org (cf. [16]).

3.2 Error annotation

In errkorp-0.1, word order errors are divided into two categories from
a predefined error taxonomy: the error tag ORDER is used for errors concerning
enclitic components and attributive phrases and the error tag THEME is used for
errors concerning functional sentence perspective.

* The non-corpus texts were obtained from lecturers of Slovak as a foreign language and were
collected from non-native speakers of Slovak attending university language courses abroad. The texts
were produced during different types of situations, i.e., in class, as homework and in examinations, and
were handed in either in electronic form or as manuscripts.

°> The data comprise: (i) texts of students from all three language groups within Slavic languages
(West Slavic — Polish, South Slavic — Serbian and East Slavic — Ukrainian), (ii) texts of students with
a non-Slavic Indo-European mother tongue, with a majority of Germanic (mostly English, German) and
Romance (mostly Italian) languages, (iii) texts of students with non-Indo-European mother tongues,
with a majority of Finno-Ugric (Hungarian) and Sino-Tibetan (Chinese) mother tongues.
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As we need to analyse highly specialized language phenomena (word order of
enclitic components), we decided to annotate corpus data manually with respect to the
additional variables under investigation. We did not use any commonly used programmes
for the purpose of compiling a corpus as the common options that those programmes
offer (like tokenization, tagging, parsing, etc.) are not relevant to our investigation.

The texts in our database were annotated using two annotators independently,
the annotations were later compared to eliminate subjective evaluation of errors.
Agreement in annotation solutions achieved by the annotators was evaluated using
the metric « (kappa, cf. [17]) which is used as a standard measure instrument for
inter-annotation agreement. It is calculated as:

_ P(A) -P(E)
~ 1-P(E)

where P(A) is observed agreement between the annotators, and P(E) is the expected
agreement, i.e., the probability that the annotators agree by chance. The calculated
interval oscillates between (0.1) where k= 1 means perfect agreement and k= 0
agreement equal to chance (cf. [18]). As a result, the reliability of the annotation has
been proved as the calculations showed that= 0.92 which can be interpreted as
nearly perfect agreement.®

3.3 Annotation parametres

To investigate acquisition of clitic ordering, we recorded the presence of all
enclitic components in the 81 analysed texts, both correctly and incorrectly used.
During text annotation, we took following parameters into account.

Analysed parameter Types

Type of component Reflexive enclitics

R =reflexive component

Verbal enclitics

G = auxiliary byt (separate grammatical
morphemes coding person and number in
preterite and antepreterite forms)

K = conditional morpheme

Argument enclitics

P = short form of personal pronoun

PP = prepositional pronoun

D = monosyllabic demonstrative pronoun

Be enclitics

S = non-auxiliary byt

Combination of enclitics in a row

KT = clitic cluster

© 1082 cases of enclitic usage were rated as Correct by both annotators, 204 cases were rated
as Errors by both annotators, so P(A) = 0.98. Annotator A rated 1088 cases as Correct, Annotator B
1095 cases; Annotator A rated 217 cases as Errors, Annotator B 210 cases, so, P(E) = 0.73. k =
(0.98-0.73) /(1 -0.73) = 0.92.
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Analysed parameter Types

Correctness of usage C = correct
E = error
Type of syntactic construction JV =simple sentence (including the first main

clause in a compound sentence, initial main
clause in a complex sentence)

PS = second main clause in acompound
sentence

HSH = postponed main clause of a complex
sentence

HSV = subordinate clause of acomplex
sentence

IK = reflexive component in non-finite
construction, mostly infinitive

Correct proximity to lexical/syntactic host 0 = zero distance

1 =1 phrase between an enclitic and the host
2 = 2 phrases between an enclitic and the

host...
Correct position in relation to lexical/syntactic | preV = preverbal position
host postV = postverbal position

Tab. 1. Parameters analysed with respect to the prosodic factor

4 RESULTS

In this section, the outcomes of error distribution measuring with respect to the
stages of acquisition and the investigated variables will be presented. The aim is 1)
to quantify and compare the ratio of correct and erroneous usage of enclitic
components, 2) to describe the relationship between syntactic complexity and
erroneous usage of enclitics, 3) to identify similarities in distribution of errors with
respect to the investigated variables at early and intermediate (Al — B1) and
advanced (B2 — C1) stages of acquisition.

4.1 Correct and erroneous usage in the texts
The ratio of correct and erroneous enclitic placement in texts by the Slavic and
the Non-Slavic groups is provided in the following figure.’

7 At elementary and lower-intermediate levels, 307 sentences (26 texts) were annotated within the
Slavic group and 223 sentences (28 texts) were annotated within the Non-Slavic group. At the upper-
intermediate and advanced levels, 502 sentences (17 texts) were annotated within the Slavic group and
273 sentences (10 texts) were annotated within the Non-Slavic group.
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W Al-BlSlavic M A1l-B1 Non-Slavic ™ B2-C1 Slavic B2-C1 Non-Slavic

B2-C1 Slavic A1-B1 Slavic

A1-B1 Non-Slavic

Correct, 254

Correct, 449

Fig. 1. The ratio of correct and erroneous usage in Slavic and Non-Slavic texts

The data show that, at both the lower and the higher-proficiency levels, Non-
Slavic speakers produce more errors concerning enclitic elements than Slavic
students: at A1-B1 levels more than every fourth enclitic component (4.2) is used
erroneously in the Non-Slavic texts compared to almost every sixth erroneous
component (5.8) in the Slavic texts; at B2 — C1 levels more than every fourth enclitic
component (4.7) is used erroneously in the Non-Slavic texts as opposed to more than
every ninth incorrectly placed component (9.5) in the Slavic texts.

4.2 Syntactic complexity of texts

The results presented in the previous section (4.1) should be elaborated against
the background of phenomenon labelled as syntactic complexity, which is considered
an indicator of overall level of L2 proficiency (cf. [19]). In numerous studies
concerning second language acquisition, one aspect that syntactic complexity has
been approached from was represented by subordination ratio, i.e., the ratio of
embedded syntactic structures deemed to be developmentally or cognitively complex
(e.g., sub-clauses) (cf. [20]).* Syntactic complexity in L2 is thought to expand from
coordination to subordination and then to phrasal elaboration, as learners gain
proficiency (cf. [27]). At beginner and low-intermediate proficiency levels, syntactic

8 It has been claimed that, at initial levels, L2 learners start producing simple clauses organized
around finite verbs (stage 1, cf. [21]), subsequent developmental stages involving the shift from simple
clauses to the use of clause linking (stage 2), at advanced levels, the development involves noun and
verb phrase elaboration, when information previously encoded as a clause is embedded (stage 3, cf. [22],
[23]), and the highest stage is connected with sub-clausal complexification at the phrasal level, which is
supposed to be characteristic of academic discourse and written prose (cf. [24], [25], [26]).
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growth may show an increase in coordination (e.g., [28], [29]) and upper-intermediate
levels are thought to display an increase in subordinate structures.

To verify theoretical assumptions on L2 development reflected in growing
syntactic complexity, we calculated the ratio of simple clauses, compound and complex
sentences in our sample texts for both language groups (see the following table).

JV PS HSV +HSH |IS
Non-Slavic 61% 16% 21% 2%
Al _B1 Slavic 49% 18% 30% 3%
Non-Slavic 51% 11% 37% 1%
B2 _Cl1 Slavic 49% 11% 38% 2%

Tab. 2. Syntactic complexity in the Non-Slavic and Slavic texts at different proficiency level

The data from our investigation show three major tendencies: (a) a drop in the
ratio of simple clauses at higher proficiency levels in the Non-Slavic texts’, (b)
a drop in the ratio of compound sentences at higher proficiency levels in both the
Slavic and Non-Slavic texts, (c¢) and, at the same time, a rise in the ratio of complex
sentences at higher proficiency levels in both the Slavic and Non-Slavic texts.

We also calculated the distribution of compound sentences at individual lower
proficiency levels, as can be seen in the following figure.

100
80
60
40

20

Al A2 B1

Fig. 2. Frequency distribution of compound sentences at individual levels

? Slavic texts display a relatively low number of simple clauses even at lower proficiency levels
when compared with Non-Slavic texts.
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The outcomes appear to confirm the developmental “omega-shaped” pattern
suggested by Wolfe-Quintero et al. [28], which is to say a decrease in coordination at
higher proficiency levels in favour of subordination. At the same time, our data
correspond with the results of those studies which have indicated arise in
subordination rates at intermediate levels (e.g., [27]). Our data show a peak in
coordination usage at A2 level and gradual decline in its usage beginning at B1 level.

4.3 Frequency distribution of errors with respect to enclitic type

Frequency distribution of errors with respect to enclitic type in the texts of
Slavic and Non-Slavic students shows certain tendencies which can be visualized
through the following figure.

=0 5
40 s ]
30 = —
20 P T P——
10 Yy - ,": N ,’)
0 - . ¥ J — N
COP DEM REF PRON PP  AUX COND CLUST
- Slavic A1-B1 151 94 226 321 0 132 1,9 57
\NonSlavicA1-B1 17 3,8 453 11,3 38 11,3 19 57
 Slavic B2-C1 13,2 283 283 75 132 57 0 38

» Non-Slavic B2-C1 10,3 10,3 259 155 34 224 0 @ 121
- Slavic A1-B1 ™ Non-SlavicA1-B1  ®SlavicB2-C1 2 Non-Slavic B2-C1

Fig. 3. Error distribution in the texts of Slavic and Non-Slavic students

By comparing texts by Slavic and Non-Slavic speakers at A1 — B1 level, the
most striking differences in frequency distribution can be grouped into two main
categories:

(a) argument pronominal and demonstrative clitic errors are more frequent in
the texts of the Slavic students (for the Slavic A1 — B1 texts, the distribution of D,
P and PP errors is 41.5%; for the Non-Slavic A1 — B1 texts it is only 18.9%), e.g.,
Preto bolo im velmi lito a mysleli, Ze vzdy takto bude. ‘That’s why they were very
sorry, and they thought that it would always be that way.’ (A2, Polish);

(b) verbal clitic errors (including R errors and G errors) are much more frequent
in the texts of Non-Slavic students (35.8% in Slavic texts and 56.6% in the Non-
Slavic texts), e.g., 4 sme nasli nejaké zaujimavé veci o cinskej a slovenskej kuchyni.
‘And we found out some interesting facts about Chinese and Slovak cuisine.” (B1,
Chinese).
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At higher proficiency levels, two tendencies are observed: (a) in Slavic texts,
the distribution of P errors dramatically decreases in favour of an increasing number
of PP and D errors, i.e., Slavic students produce more errors concerning volatile PP
and D enclitics whereas the correct placement of P enclitics tantum is relatively
acquired in their interlanguage (there is no striking difference between constant and
volatile argument clitics in the texts of Non-Slavic students); (b) the ratio of errors
concerning verbal clitics is still higher in the texts of Non-Slavic students (48.3%)
when compared to Slavic students (34%), however, the difference is not so striking
when compared to lower proficiency levels.

4.4 Frequency distribution of errors with respect to type of syntactic structure
The following figure features frequency distribution of errors with respect to
type of syntactic construction.

oL - R . | [ —
20 = e
= - P
30 Ay
20 7V =
10 S
0
w PS HSV HSH IS
."Slavic A1-B1 39,6 22,6 35,8 0 1,9
™ Non-Slavic A1-B1 52,8 28,3 13,2 5,7 0
R Slavic B2-C1 39,6 57 358 151 3,8

~:Non-Slavic B2-C1 51,7 6,9 29,3 12,1 0
. Slavic A1-B1 ™ Non-Slavic A1-B1  m®Slavic B2-C1 = Non-Slavic B2-C1

Fig. 4. Error distribution with respect to syntactic structure

The data from Figure 4 are coherent with the results concerning syntactic
complexity of texts at individual proficiency levels (i.e., the error rate in individual
sentence types corresponds to the overall distribution of sentence types, cf. Table 2).
At lower and intermediate proficiency levels, these findings emerged from the data:

(a) the Slavic texts show the highest erroneous usage with respect to complex
sentences, e.g., Myslim si Ze pokoris ho. ‘1 think that you will break it.” (A2,
Ukrainian);

(b) in the Non-Slavic texts most errors occur in simple sentences, e.g. Toto
zaujalo detektiva, on myslel si ze budu nasledovat este zloc¢iny. ‘This interested the
detective; he thought that more crimes would ensue.’ (B1, German).
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At upper-intermediate and advanced levels, the number of errors occurring in
complex sentences in the Non-Slavic texts rises considerably (18.9% vs. 41.4%)
which can be associated with the increasing syntactic complexity of the Non-Slavic
texts. Both in the Slavic and Non-Slavic texts, there is a striking drop in the number
of errors occurring in compound sentences, which can be explained by the “omega-
shaped” pattern in the distribution of compound sentences (cf. 4.2). The number of
errors occurring in simple sentences remains the same at lower and higher proficiency
levels both in the Slavic and Non-Slavic texts.

4.5 Frequency distribution of errors with respect to distance from lexical/
syntactic host
The same comparison can be made with respect to the distance of enclitic
components from their lexical/syntactic hosts as shown in Figure 5.

80
70
60 Jp—
50 : \g ~\\\‘.’
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20 b & 1 an-
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0
0 1 P 3
< Slavic A1-B1 68,9 28,9 2,2 0
X Non-Slavic A1-B1 77,3 18,2 4,5 0
® Slavic B2-C1 52,2 37 10,9 0
» Non-Slavic B2-C1 51,9 30,8 15,4 1,9

Fig. 5. Error distribution with respect to the distance from host component

The data from Figure 5 show that in both the Slavic and Non-Slavic speakers’
texts most errors relate to enclitics with 0- and 1-distance position. At elementary
and lower-intermediate levels, the following tendencies can be observed:

(a) the errors occur in 0-distance in the Non-Slavic texts more often than in the Slavic
texts, e.g., Studenti a déleziti hostia sa ziicastnili a sme pozerali devit kratke filmy.
‘Students and important guests took part, and we watched nine short films.” (A2, Italian);

(b) higher error distribution in 1-distance is observed in the Slavic texts, e.g., Mne
velmi sa pdci cestovat, preto Ze najlepsi den pre mna to je den kedy zacinaje
cestovanije. ‘1 like travelling very much, and because of this the best day for me is the
day when a trip begins.” (A2, Ukrainian).
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It can be linked to the fact that Slavic learners at these proficiency levels produce
more complex syntactic structures (cf. 4.2) with enclitic components often put in more
distant positions from their lexical/syntactic hosts which may cause a higher occurrence
of 1-distance errors.

At upper-intermediate and advanced levels, there is a distinct decrease in erroneous
placement of enclitics in O-distance and an evident increase in 1-distance and 2-distance
placement in both the Slavic and Non-Slavic texts. It seems that, in their interlanguage
development, both Slavic and Non-Slavic learners are able to place the enclitic component
in the proper position more often when it is adjacent to its lexical/syntactic host and the
higher erroneous usage of enclitics relates to their distant, non-adjacent positioning.

At the same time, at higher proficiency levels, there is no striking difference
between the Slavic and Non-Slavic texts, which corresponds to our findings
according to which the syntactic complexity of the Non-Slavic texts is approaching
the Slavic texts regarding interlanguage development, which is reflected in
converging distribution of errors in the texts.

4.6 Frequency distribution of errors with respect to pre- and post-verbal
position
Finally, the erroneous usage of enclitics is connected to the ability of learners to
shift enclitics into pre-verbal position or to place them in post-verbal position. The
results are presented in Figure 6.

100
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60
40
20
0
Pre- Post-
verba verba
| |
- Slavic A1-B1 86,7 13,3
R Non-Slavic A1-B1 65,9 34,1
O Slavic B2-C1 91,3 8,7
“* Non-Slavic B2-C1 88,5 11,5

Fig. 6. Error distribution with respect to pre-verbal or post-verbal position

As the data from Figure 6 show, the erroneous usage of enclitics is connected
mostly with the ability to put them into preverbal position in the Slavic texts whereas
the ratio of erroneous distribution in post- and pre-verbal position is more balanced in
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the texts of Non-Slavic students, however, it holds true only for lower and intermediate
proficiency levels. The higher frequency of erroneous usage in post-verbal position in
the Non-Slavic texts can be caused by higher frequency of compound sentences in the
texts by Non-Slavic students in which the proclitic conjunction, which requires
postponing enclitic elements into post-verbal position, is often employed, e.g., Niekedy
vybuchne, stdale odbieha od problémov a si nenecha cas na ich riesenie. ‘Sometimes he
loses control; he’s always ignoring his problems, not leaving himself the time to solve
them.” (C1, English). At upper-intermediate and advanced levels, the distribution of
errors is even more attracted to pre-verbal position both in the Slavic and Non-Slavic
texts, e.g., Povedala mi, zZe spoznali sa na diskotéke. ‘She told me that they had met at
a club.”(C1, Polish). It can be explained by a decrease in compound sentence structures,
which usually motivates post-verbal position of enclitic components.

5 DISCUSSION AND CONCLUSIONS

Based on the data (see Figure 1), at first glance, it seems that Slavic speakers at
higher proficiency levels show progress (producing fewer errors), and conversely,
non-Slavic speakers’ word order acquisition more or less stagnates, i.e., almost every
fifth (4.7) enclitic is still placed inaccurately in their texts (when compared to the
lower proficiency level, where erroneous distribution concerns every fourth
component (4.2)). However, investigation into development of syntactic complexity
sheds new light on the issue. As indicated in Section 4.2, syntactic complexity varies
in our sample texts with respect to proficiency levels, achieving a higher degree at
upper-intermediate and advanced levels, which holds true for both Slavic and Non-
Slavic text groups. Despite more syntactically complex nature of their texts, Slavic
learners produce lower — and Non-Slavic learners produce comparable — amounts of
errors. In other words, increasing syntactic complexity does not result in a greater
number of enclitic errors. This finding leads us to the conclusion that acquisition of
word order goes hand in hand with higher L2 proficiency in both language groups.'®

Against the background of different syntactic complexity of the Slavic and Non-
Slavic texts at lower levels of proficiency, the uneven frequency distribution of errors
concerning pronominal enclitics can also be explained. As shown in Section 4.3 (see
Figure 3), the ratio of argument enclitic errors is higher in Slavic speakers’ texts than in
the Non-Slavic ones. However, not only errors, but also the overall distribution of
argument enclitics is higher in the texts of Slavic students. The more frequent usage of
pronominal argument enclitics may be related directly to the higher ratio of complex
sentences, since object pronouns (for 3™ person) require an antecedent to which the

1 Worth noting is the fact that the degree of syntactic complexity in the Slavic texts is higher than
in the Non-Slavic texts even at elementary and lower-intermediate levels. This issue goes beyond the
scope of our study but opens up space for further comparative research into acquisition of Slovak by
Slavic and Non-Slavic learners at early stages of their L2 development.
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form is referring, so that this type of construction often requires more than one
sentence, as concepts are developed across longer strings of language. At initial stages,
the use of repetition as an avoidance strategy has proved dominant (cf. [30]) which
seems to be the case of the Non-Slavic students’ texts in our sample. However, the
issue was not explored in more detail in our study and is open to further research.

At the upper-intermediate and advanced levels there is also a slight decrease in
the number of copular enclitic errors both in the Slavic and in Non-Slavic texts (see
Figure 3). At the elementary and lower-intermediate level, the copular byt ‘to be’
belongs to those basic verbs which are acquired at the early stage and is typical of
high dominance in terms of frequency (cf. [31]). In other words, the higher frequency
of copulas in general is reflected in higher distribution of copular errors at initial
stages of L2 development.'!

Finally, the data presented in Section 6 (cf. Figure 6) also point out that, in
interlanguage development, there is a cognitive barrier blocking the correct preverbal
position of enclitic components. Two possible explanations are at hand with respect
to this phenomenon:

(i) As to verbal enclitics: the components with grammatical function are
typically realized at the right periphery of the verb which corresponds with the
investigation of affix ordering in Slavic languages (cf. [32]): affixes are realized in
the order: prefix-basis-suffix-thematic marker-grammatical morphemes (this can be
an explanation for the fact that placement of verbal enclitics with grammatical
function is attracted to the right periphery of the verb in the texts, irrespectively of
prosodic conditions in syntactic structures).

(i1) As to argument enclitics: as argument clitics usually fulfil object function,
their typical post-verbal position can be determined by dominant SVO order which
is characteristic of the majority of European languages within the Standard Average
European area (cf. [33]) and in the production of a second language it is preferred by
L2 learners regardless of basic word order in their native language (cf. [34, p. 87]).
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! Although the ratio of any kind of enclitic error decreases at higher proficiency level, this happens
in favour of increasing frequency of another kind of error. With this fact in mind, it would not be quite
correct to assume that, for higher proficiency speakers, the placement of enclitic component no longer
constitutes a challenge to overcome. A good example are copular errors, the frequency of which declines
compared to other enclitic errors at higher acquisition level, but does not decline with respect to the total
number of copulas in texts (cf. 8 erroneously placed copulas out of 79 copulas for Slavic Al — B1 texts,
and 7 erroneously placed copulas out of 65 for Slavic B2 — C1 texts; 9 errors out of 67 copulas for Non-
Slavic A1 — B1 texts, and 6 errors out of 28 copulas in Non-Slavic B2 — C1 texts).
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Abstract: We present results of an automatic comparison of valency frames of
interlinked adjectival and verbal lexical units based on the valency lexicons NomVallex
and VALLEX. We distinguish nine derivational types of deverbal adjectives and examine
whether they tend to display systemic or non-systemic valency behavior. The non-systemic
valency behavior includes changes in the number of valency complementations and, more
dominantly, non-systemic forms of actants, especially a prepositional group.

Keywords: deverbal adjective, derivational type, non-systemic valency, passive
valency

1 INTRODUCTION

Similarly to valency of verbs and deverbal nouns, valency of deverbal adjectives
(DAs) plays an important role in the syntactic structure of a sentence ([1], [2], [3], [4]).
It is typical of the surface syntactic structure of deverbal adjectives that one valency
slot of their base verb occupies a position of anoun being modified by the given
adjective ([5]; Sect. 2.2). Which particular valency slot turns into the governing noun
depends on the derivational type of the DA (Sect. 2.1 and 2.2). For example, both
podezirajici ‘suspecting’ (2) and podezirany ‘suspected’ (3) are derived from the verb
podezirat ‘to suspect’ (1), but the governing noun of the former corresponds to the
verbal Actor (ACT; i.e., who is suspecting), and of the latter to the verbal Addressee
(ADDR; i.e., who is suspected). The valency complementations that remain in the
valency frame (VF) of a DA are expected to inherit morphemic forms from the
corresponding valency complementations of their base verb (([6], [7]); cf. the same
forms of Patient (PAT) in (1-3) and the same form of ADDR in (1-2)), or to change in
a regular way, cf. the predictable change Nom > Ins / od ‘from’+Gen in (1) and (3).

(1) podezirat ‘to suspect’: ACT(Nom) ADDR(Acc) PAT(z+Gen,ze)

policie. ACT podezira politika. ADDR z podvodu.PAT / Ze podvadi.PAT
‘the police suspects a politician of a fraud / that he is swindling’
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(2) podezirajici ‘suspecting’: ADDR(Acc) PAT(z+Gen,ze)
policie podezirajici politika. ADDR z podvodu.PAT / Ze podvadi PAT
‘police suspecting a politician of a fraud / that he is swindling’

(3) podezirany ‘suspected’: ACT(Ins,od+Gen) PAT(z+Gen,ze)
politik podezirany policii. ACT z podvodu.PAT / ze podvadi PAT
‘a politician suspected by the police of a fraud / that he is swindling’

However, various irregularities (described in the literature only cursorily ([6],
[8])) are rather common, including changes in the number of valency
complementations, cf. the only valency slot in the VF of the DA podezrely-1
‘suspect(ed)’ (4a), as well as non-predictable changes in morphemic forms of some
valency complementations, cf. the forms of ACT and PAT of the adjective
podeziely-2 ‘suspect’ (4b) and the forms of ADDR and PAT of the adjective
podeziravy ‘suspectful’ (5) with those in (1).

(4) a. podezrely-1 ‘suspect(ed)’: PAT(z+Gen,ze)
politik podeziely z podvodu.PAT / Ze podvadi. PAT
‘a politician suspect(ed) of a fraud / that he is swindling’

b. podezrely-2 ‘suspect’: ACT(Dat) PAT(Ins)
politik podezitely policii. ACT potencidalne podvodnym jednanim . PAT
‘a politician suspect to the police due to [lit. by] a potentially fraudulent act’

(5) podeziravy ‘suspectful’: ADDR(k+Dat) PAT(ze)
policie podezirava k politikovi. ADDR, Ze podvadi PAT / *z podvodu . PAT
‘police suspicious towards a politician, that he is swindling / *of a fraud’

In this paper, we exploit manually annotated valency properties of Czech
deverbal adjectives and verbs captured in valency lexicons NomVallex [9] and
VALLEX [10] (Sect. 2). Drawing on an automatic comparison between VFs of DAs
and their base verbs enables us to specify regular (systemic) and irregular (non-
systemic) valency behavior of deverbal adjectives (Sect. 3). We provide the first
statistical data and show what kinds of non-systemic valency behavior of DAs are
the most frequent and what derivational adjectival types are subject to non-systemic
changes to the largest extent (Sect. 4).

2 DEVERBALADJECTIVES IN THE NomVallex LEXICON

NomVallex is a valency lexicon of Czech deverbal nouns [9], adjectives and
deadjectival nouns; it is based on the theoretical framework of the Functional
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Generative Description (FGD) and on corpus data (Czech National Corpus,
subcorpus SYNvVS [11], and Araneum Bohemicum Maximum [12]). Each lexical
meaning of an adjective is treated as one lexical unit (LU) of a lexeme. Applying the
valency theory of the FGD [13], valency properties of a LU are captured in a valency
frame, which is modeled as a sequence of valency slots, supplemented with their
morphemic forms. The following types of complementations may fill in the
individual slots of VFs of most deverbal adjectives: obligatory or optional actants,
i.e., Actor (ACT), Patient (PAT), Addressee (ADDR), Effect (EFF), and Origin
(ORIG), e.g., chtivy pencz.PAT ‘avid for money’, prodejny mladezi. ADDR
‘marketable to the youth’, odvolatelny z funkce.ORIG ‘dismissible from the post’,
and obligatory free modifications, especially those with the meaning of direction,
e.g., sténa prilehla ke kostelu.DIR3 ‘a wall adjoining to the church’.

NomVallex currently contains 258 adjectival LUs in 160 lexemes, out of
which 195 LUs in 128 lexemes are considered to be deverbal. Deverbal adjectives
are classified into nine types (Sect. 2.1, Table 1), and where possible, valency
frames of particular LUs are linked to valency frames of their base verbal LUs in
the VALLEX lexicon (164 adjectival LUs, 6 of which are linked to more than one
verb, Sect. 4).

In NomVallex, all Czech deverbal derivates with adjectival inflection are
regarded to be deverbal adjectives, no matter whether they denote an action (e.g.,
porota rozhodujici o cendch ‘jury deciding the awards’), a property (e.g., rozhodujici
okamzik ‘decisive moment’) or an object (muj znamy ‘an acquaintance of mine’).

2.1 Types of deverbal adjectives

We distinguish nine derivational types of deverbal adjectives, exemplified here
by DAs derived from verbs podeziivat ‘suspect’ and rozpadat se — rozpadnout se
‘disintegrate’ (Table 1). The classification is somewhat heterogenous: types (i)—(iv)
are characterized by mostly regular derivation from transgressive and participial
verbal forms, types (v)—(vii) reflect what the adjectives mostly denote, and types
(iv’) and (viii) are singled out from the preceding groups because of their specific
valency properties.'

Because types (i)—(ii) are expected to display systemic valency behavior [7]
and types (vii)—(viii) usually have no valency complementations (cf. the adjective-
noun podezrely ‘the suspect’ with an empty VF and zarizeni ctouci dopravni znacky
‘a device reading traffic signs’ vs. cteci zarizeni // *zarizeni ¢tect dopravni znacky
‘reading device // device intended for reading *traffic signs’), these DAs are only
rarely covered in NomVallex. Instead, types (iii)—(vi) are focused on (Sect. 4).

!'We take types (i)—(iv) and (v)—(vii) from [14]. However, the relationship between the derivational
suffix and DA’s meaning is not always straightforward (e.g.. the adjective rozpadaci ‘disintegrating
easily’ is not an adjective of purpose).
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Adjectival type

podezitvat™?*

rozpadat se™" —

usually a person
(semantically a noun,
formally an adjective)

‘suspect (noun)’

— podezirat™" — rozpadnout se*
*podezrit" ‘to disintegrate’
‘to suspect’
Derived (1) present transgressive | podezitvajici — rozpadajici se
from podezirajici ‘disintegrating’
‘suspecting’
(i1) past transgressive - rozpadnuvsi se
‘having disintegrated’
(iii) | active participle podezrely rozpadly
‘suspect (adjective)’ ‘disintegrated’
(iv) | passive participle podezirany — -
(perfective or podezrivany
imperfective) ‘suspected’
(iv’) |passive participle of - rozpadnuty
a (typically perfective) ‘disintegrated’
reflexive intransitive
verb
Expressing | (v) potential to be affected | podeziratelny — rozpadnutelny
by an action, with the | podezrivatelny ‘that which
most productive suffix | ‘one who can be disintegrated’
-telny can be suspected’
(vi) | property resulting from | podeziravy — rozpadavy
a tendency to repeat podeziivavy ‘(prone to)
an action, formed with | ‘suspectful’ disintegrating’
various suffixes
(vii) | purpose, mostly using |- rozpadaci
suffix -ci, e.g. kryci ‘disintegrating easily’
‘aimed to cover’
(viii) |a concretum, podezrely -

Tab. 1. Types of DAs

2.2 Adjectival passive valency

According to [15], adjectives usually have one valency slot which is filled with
the noun they modify (so-called passive valency; e.g., rozpadly plot ‘disintegrated
fence’). In case of DAs, it corresponds to a valency slot of the base verb [5] (e.g., the
ADDR in constructions podezirat politika. ADDR z podvodu.PAT ‘to suspect
a politician of a fraud’ > politik podezirany z podvodu.PAT ‘a politician suspected of
a fraud’). In the VFs of DAs, we treat passive valency as a form of expression of
a valency complementation and mark it by an upward arrow, see (6). The distribution
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of passive valency across the annotated adjectival types in NomVallex is given in
Table 2.

(6) podezirany ‘suspected’: ACT(Ins,od+Gen) PAT(z+Gen,ze) ADDR(?1)

Type Number of LUs

Passive valency Total

ACT(1) ADDR(1) |PAT(1)
(1) 9 - - 9
(i1) 3 - - 3
(1ii) 25 2 1 28
(iv) 9 4 18 31
(iv’) 11 - - 11
v) 3 - 17 20
(vi) 71 - 15 86
(vii) - - 1 1
(viii) 3 1 2 6
Total 134 7 54 195

Tab. 2. Passive valency of DAs in NomVallex

Only types (i) and (ii) systematically use ACT as their passive valency, the
others, though preferring one complementation to be their passive valency, allow for
exceptions, often caused by unusual valency behavior of their base verb or by
uncertainty about their base verbal LU, especially in case of reflexive and non-
reflexive verbal variants. Adjectives representing type (iii) logically strongly prefer
ACT to be their passive valency (e.g., problém vznikly z ¢eho ‘a problem arising
from sth.”), however, also PAT (Skoda vznikld komu.ACT ‘harm inflicted upon sb.’)
or ADDR (podezrely z ceho ‘suspect(ed) of”) are exceptionally possible. Types (iv)
and (v) obviously prefer PAT (e.g., povolany ‘conscripted’) or ADDR (podeziratelny
‘one who can be suspected’) to be their passive valency. However, there are several
cases in which ACT stands in this position, e.g., with the adjective poddajny ‘docile’
derived from the reflexive verb poddat se ‘yield’, rather than from its non-reflexive
variant poddat ‘subdue’. Reflexivity of the base verbal lexical unit also leads to
using ACT as passive valency with adjectives representing type (iv’) (e.g., odhodlany
‘determined’, rozhadany ‘quarreling (e.g., couple)’, zamilovany ‘in love”). Type (vi)
is a heterogenous group of DAs derived by various suffixes and expressing various
properties; in our data, these DAs prefer ACT to be their passive valency (e.g.,
vnimavy ‘sensitive’). Types (vii) and (viii), i.e., adjectives of purpose and adjectives
denoting a person, are too rare in our data to be able to generalize their typical
passive valency.
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3 SYSTEMIC AND NON-SYSTEMIC VALENCY BEHAVIOR OF
DEVERBAL ADJECTIVES

3.1 Systemic valency behavior

Systemic valency behavior of DAs concerns both deep and surface realization
of adjectival valency and it differs depending on the adjectival type.

When determining the deep syntactic structure of DAs, i.e., especially members
of their valency frames, the adjectives are expected to inherit all actants that are
present in the valency frame of their base verbal lexical unit, though one of them is
only expressed as passive valency (Sect. 2.2).

As for the surface expression of actants, all morphemic forms which do not
change are regarded to be systemic. These include prepositionless cases Gen, Dat,
Acc and Ins, an infinitive (Inf), prepositional groups (PGs), conjunctions and content
clauses (CONT), expression jako ‘as’+Nom (e.g., prosluly jako ‘famous as’), and
expressions containing preposition za ‘as/for’ plus an adjective in Acc (za+adj-Acc,
e.g., povazované za ménécenné ‘considered to be inferior’).

There are two verbal morphemic forms that we consider to be subject to
systemic changes, namely Nom (7) and prepositionless Acc (8). Changes Nom > Ins
/ od ‘from’+Gen are typical of ACT of adjectives belonging to types (iv) [5] and (v),
though the change Nom > od ‘from’+Gen is rather rare.

(7)  hacker Nom vydira podnikatele.Acc
‘a hacker is blackmailing an entrepreneur’

(a) Nom > Ins
podnikatel vydirany / vydiratelny hackerem.Ins
‘an entrepreneur blackmailed / susceptible to blackmailing by a hacker’

(b) Nom > od ‘from’+Gen
podnikatel vydirany / vydiratelny od hackera
‘an entrepreneur blackmailed / susceptible to blackmailing from a hacker’

(8) Acc>Gen
zndt poméry.Acc > znaly pomerii.Gen
‘to know the conditions > knowledgeable about the conditions’

While no adjectival complementation can be expressed by Nom, Acc can be
subject to the systemic change Acc > Gen but can also remain unchanged, esp. with
DAs of types (i), e.g., znajici néco ‘knowing sth.’, and (ii), e.g., poznavsi néco
‘having learnt sth.’. Actants of other adjectival types only exceptionally allow
expression by an Acc, e.g., dluzny nékomu vysvétleni.Acc ‘owing sb. an explanation’
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and dvé déti naucené jednu roli.Acc ‘two children who-have-learnt the same role’.
Instead, the other adjectival types prefer the systemic change Acc > Gen, e.g., znaly
pomeériu.Gen ‘knowledgeable about the conditions’ and chtivy penéz.Gen ‘avid for
money’.

3.2 Non-systemic valency behavior
Non-systemic valency behavior of DAs involves three phenomena:

i. a change in the number of slots in the valency frame of an adjective (e.g.,
the VF of the adjective chtivy ‘avid’, which is derived from chtit ‘to want’,
only contains PAT, e.g., chtivy penéz.PAT ‘avid for money’, losing the
original verbal ORIG, cf. *chtivy od nékoho.ORIG ‘*avid from sb.’; Sect.
4.1);

ii. non-systemic forms of actants (e.g., Acc > Dat, viada posloucha prezidenta.
Acc > vidda poslusna prezidentovi.Dat ‘the government obeys the president
> government obedient to the president’; Sect. 4.2 and 4.3);

iii. a change in the nature of a valency complementation to exclusively nominal
in the case of adjectives of type (viii); for example, the adjective-noun
znamy ‘acquaintance, friend’ denotes a person and its VF only contains the
nominal complementation Appurtenance (e.g., mij. APP stary zndmy ‘an old
acquaintance of mine’). However, this is extremely rare in the NomVallex
data and is not dealt with in the paper.

4 ANAUTOMATIC COMPARISON OF VERBAL AND ADJECTIVAL
VALENCY FRAMES

Our automatic comparison of VFs of adjectives in NomVallex and VFs of their
base verbs in VALLEX covers 164 verb—adjective pairs. The automatic procedure
captures systemic valency behavior (when the number and type of valency slots,
including passive valency, is the same in the adjectival VF as in the corresponding
verbal VF and their forms are either the same or correspond to a systemic change,
see Sect. 3.1) as well as non-systemic valency behavior; its output is captured in the
valdiff attribute of the DA.

In this Section, we only focus on differences in the number or forms of actants,
leaving out free modifications. Going from the deep to the surface valency structure,
we first focus on the difference in the number of actants (Sect. 4.1), then we provide
the general statistics on the number of systemic and non-systemic morphemic forms
in adjectival VFs (Sect. 4.2), and finally we present the distribution of non-systemic
adjectival forms (Sect. 4.3).
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4.1 Differences in the number of actants

Any change in the number of actants (i.e., in the deep syntactic structure)
between a verb and a DA indicates a change in meaning. Table 3 exemplifies DAs
with different number of actants and shows that such changes are rather rare,
especially when it comes to adding a new actant (e.g., zurivy vuci podvodnikiim.
ADDR ‘furious at the swindlers’) or deleting one but not all actants (e.g., podezrely
z podvodu.PAT *policii. ACT ‘suspect(ed) of a fraud *by the police’). Deleting
actants may affect all types of DAs, even particular LUs of type (i), e.g., rozhodujici
okamzik ‘decisive moment’.

Actant Passive | ,,Standard” valency
valency | Shared Added Deleted Total
EMPTY VF | Non-
EMPTY VF
ACT 107 41 - 11 6 58
dotceny podezrely-1
‘in question” | ‘suspect(ed)’
ADDR 7 11 1 4 4 20
zurivy k+Dat | prodejny zpusobily
“furious at sb.” | ‘corruptible’ | ‘eligible’
EFF - 8 1 2 - 11

prijemny ¢im | oprdvnény
‘pleasant by/ | ‘justified’

due to’
ORIG - 5 2 1 5 13
zkuseny z+Gen | vedomy chtivy
‘experienced | ‘willful’ ‘avid’
[lit. from]’
PAT 50 87 - 21 1 109
rozhodujici | prejicny
‘decisive’ ‘ungrudging’
Total 164 152 4 39 16 211
72% 2% 18,5% 7,5% 100%

Tab. 3. A difference in the number of adjectival actants

4.2 Systemic vs. non-systemic morphemic forms

A general statistics on the number of morphemic forms in verbal and
corresponding adjectival VFs is given in Table 4. Looking at the average numbers of
all systemic and non-systemic forms, we can see that non-systemic forms account for
30% of the total number of adjectival forms in our data; the highest percentage of non-
systemic forms is detected with types (vi), 51% (e.g., podeziravy k politikovi
‘suspectful towards a politician’), and (iv’), 32% (e.g., dojaty z vypravéni ‘touched by
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[lit. from] the story’). However, even DAs of type (vi) may display systemic valency
behavior (e.g., ndpomocny ‘helpful’, pamétlivy ‘mindful’). In line with our
expectations, types (i) and (ii) only use systemic morphemic forms. In case of types
(vii) and (viii) (with 1 and 6 verb-adjective pairs, respectively), only slots corresponding
to passive valency are shared between the base verbs and the derived adjectives.

Adjectival | Verb Base Adjectival forms
type -adjective verb‘s Systemic Non-systemic Total
pairs forms % % (100%)
(i) 9 23 23 100% |0 0% 23
(ii) 3 5 5 100% |0 0% 5
(iii) 14 31 22 75% 7 25% 29
(iv) 30 84 70 86% 11 14% 81
@iv’) 9 21 17 68% 8 32% 25
v) 18 19 19 76% 6 24% 25
(vi) 74 139 57 49% 58 51% 115
Total 157 322 213 70% 90 30% 303

Tab. 4. The number of systemic and non-systemic adjectival morphemic forms of actants shared
between the base verb and a derived DA, excluding the passive valency

4.3 Distribution of non-systemic forms of adjectival actants

Our data shows that a prepositional group is the most frequent non-systemic
form, documented esp. with PAT (43 instances, e.g., PG k ‘to’+Dat in (9)), or ACT
(11 instances, e.g., PG pro ‘for’+Acc in (10)). As for a non-systemic PG as an
expression of PAT or ADDR, it often occurs in valency frames of adjectives
expressing a property which relates to sb./sth., e.g., vaimavy ‘sensitive’, podeziravy
‘suspectful’, sndsenlivy ‘tolerant’, see (9) and (11).

(9) vnimat potieby .PAT jinych > vanimavy k potiebam.PAT jinych
‘to sense the needs of others > sensitive towards the needs of others’

(10) nevidomi obcané. ACT mohou vanimat vystrazny pds.PAT >
‘blind people can perceive the safety strip” >
vystrazny pas vaimatelny nevidomymi obcany. ACT / pro
nevidomé obcany.ACT
‘a safety strip perceivable by the blind people / for the blind
people’

(11) podezirat politika. ADDR > podeziravy k politikovi. ADDR
‘to suspect a politician > suspectful towards a politician’
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The second most frequent non-systemic form is a prepositionless case,
surprisingly Dat for both ACT and PAT, cf. (12-14); Gen and Ins are also possible
for PAT and EFF, see (12), (15) and (16).

(12) policie.ACT podezira politika. ADDR, Ze podvadi.PAT >
‘the police suspects a politician that he is swindling’ >
politik podeziely policii. ACT potencialné podvodnym jedndnim PAT
‘a politician suspect to the police by a potentially fraudulent act’

(13) ucastnit se naseho jednani PAT > ucastny nasemu jednani.PAT
‘to take part in our talks > taking part in [lit. to] our talks’

(14) viada posloucha prezidenta.PAT >
‘the government is obeying the president’ >
vidda poslusnda prezidentovi.PAT
‘a government obedient to the president’

(15) nemiize promluvit. PAT > neni mocen slova.PAT
‘he isn’t able to speak > incapable of a word’

(16) spisovatel. ACT znd o mésté . PAT historku.EFF >
‘a writer knows a story about the town’ >
mésto je spisovateli. ACT znamé historkou . EFF
‘a town known to the writer through a story’

Actants PAT and EFF may be expressed by anon-systemic infinitive or
a content clause, cf. (17-18) for PAT.

(17) osoba odpovédna jednat PAT
‘sb. responsible to act’

(18) spokojeny, ze vse dobre dopadlo. PAT
‘content that everything ended well’

Actant Morphemic Adjectival type Total
form (i) |Gv) [Gv) (V) [ (vi)

ACT Dat 1 - - 1

PG - - - 4
ADDR PG - - - -
EFF Ins -
PG -
Inf -
CONT -

—_

— N || ]| W

N = W[ |W | — W

—_ = o
1
1
1
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Actant Morphemic Adjectival type Total
form (i) |Gv)  [Gv) [(v) (VD)
ORIG PG - - - 1 - 1
PAT Gen - - - - 1 1
Dat - - - - 3 3
Ins 1 - - - - 1
PG 2 7 2 - 32 43
Inf 1 - 2 - 2 5
CONT 2 - 4 - 3 9
Total 7 11 8 6 58 90

Tab. 5. A distribution of non-systemic adjectival forms

5 CONCLUSION

We have presented results of an automatic comparison of valency frames of
interlinked adjectival and verbal lexical units based on the valency lexicons
NomVallex and VALLEX. Differentiating nine types of Czech deverbal adjectives,
we have observed that non-systemic valency behavior of deverbal adjectives is
mostly manifested by either a difference in the number of actants or non-systemic
forms of actants, out of which the non-systemic forms are more dominant,
represented especially by a non-systemic prepositional group. While a difference in
the number of actants may affect all types of deverbal adjectives, even those derived
from present transgressives but not denoting an action (e.g., rozhodujici okamzik
‘decisive moment”), non-systemic forms of actants are only characteristic of selected
adjectival types, most significantly of adjectives derived from verbs not strictly
regularly and denoting various properties (e.g., podeziravy ‘suspectful’).
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Abstract: The paper presents work in progress on the compilation and automatic
annotation of a dataset comprising examples of stative verbs in parallel Bulgarian-Russian
corpora with the goal of facilitating the elaboration of a classification of stative verbs in the
two languages based on their lexical and semantic properties. We extract stative verbs from
the Bulgarian and the Russian WordNets with their assigned conceptual information (frames)
from FrameNet. We then assign the set of probable Bulgarian and Russian stative verbs to
the verb instances in a parallel Bulgarian-Russian corpus using WordNet correspondences to
filter out unlikely stative candidates. Further, manual inspection will ensure high quality of
the resource and its application for the purposes of semantic analysis.

Keywords: stative verbs, parallel corpora, semantic annotation

1 MOTIVATION AND TASK OVERVIEW

Despite the advances in the creation of ever larger corpora, parallel or
comparable corpora for specific pairs of languages may still be scarce, especially
ones with task-specific labelling. In this paper, we describe a methodology for
compiling and annotating a parallel corpus for two Slavic languages, Bulgarian and
Russian, tailored to a specific linguistic task: contrastive description of stative verbs.

1.1 Predefined vs. resource-driven classification of stative verbs

Vendler’s aspectual classification of verbs into activities, states, achievements
and accomplishments [1] subsequently developed and elaborated by Dowty [2] and
Van Valin and LaPolla [3], among many others, has provided deep insights into the
aspectual nature of situations and predicates. There have been other proposals for
classifications according to semantic classes that usually take into account the
aspectual class: two such accounts are Paducheva’s [4] and Van Valin and Lapolla’s
[3] classifications. A cursory look at the representation of stative verbs (which we
deal with) shows that at certain points (such as predicates of emotion, cognition,
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desire), the classifications show substantial similarities, while at others they show
different levels of granularity or employ different classes altogether. Table 1 provides
a juxtaposition between several very similarly treated classes. We use the original
examples in the relevant works.

Paducheva (1996) Van Valin and LaPolla (1997)

Intention and will: xxenatb ‘wish’ Desire: want, wish
XaxpgaTb ‘crave’, HagesTbesa ‘hope’,
cTpemuTbCsa ‘strive, aspire’
Temporary emotional states: Internal experience: experience, feel
6ecnokonTbCs ‘worry’, BECENnUTLCS
‘rejoice’, Bo3myLaTbes ‘be indignant’ Emotions: love, hate
Permanent emotional states and
relations:

nobuTb ‘love’, oboxatb ‘adore’, ctpagatb
‘suffer, hurt’

Mental states: uHtepecosatbcs ‘be Cognition: know, believe, understand
interested in’, konebaTtbca ‘hesitate’,
3HaTb ‘know’, noMHUTL ‘remember’, Propositional attitude: consider
cuutatb ‘consider’

Perception: hear, see

Tab. 1. Emotion, perception, desire and cognition verbs as presented in [3] and [4]

The classes exemplified represent universally acknowledged semantic
distinctions, which nonetheless yield different accounts. A worthwhile effort, which
constitutes part of our work, would be to compare relevant classifications with the
goal of accommodating meaningful distinctions and enriching the description.

1.2 Stative verbs in language resources

A number of lexical semantic resources, such as FrameNet, WordNet, VerbNet,
etc., have employed semantic groupings of different granularity to identify
semantically coherent verbs. In WordNet such groupings are defined by semantic
primitives that divide the verbal domain into 15 classes [5], while FrameNet provides
a much more fine-grained approach based on the definition of conceptual frames [6],
cf. Section 2. As a result, distinct semantic classes emerge; as both resources have
a netlike structure implemented through a number of relations between the basic
units of the resource (synonym sets in WordNet; frames in FrameNet), the so-
induced classifications have a partially hierarchical organisation.

Such lexical resources provide a schema for annotating verbs in corpora. At the
current stage, we adopt an approach to providing the corpus with as much
classificatory information as possible, combining information from different
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resources. In order to annotate stative verbs in particular, we need to identify them in
the resources. As we employ an alignment between WordNet synsets and FrameNet
frames, it is sufficient to identify the relevant verb synsets in WordNet as they are
explicitly marked or deduced from the WordNet structure.

1.3 Motivation

Our interest in stative verbs is motivated by a joint project undertaken by
Bulgarian and Russian researchers that aims at an ontological description of stative
verbs in the two languages. Stative verbs are a natural place to start as in a number of
theoretical accounts ([1], [3]) among others, they form one of the building blocks
(together with activities) employed in the construal of more complex situations. The
features of stative verbs are, nonetheless, far from being exhaustively and definitively
determined and the membership of verbs to this ontological class is still subject to
debate. The corpus aims at providing a test setting for linguistic observations on
stative verbs but may readily be extended to include other ontological classes and to
perform other tasks.

2  STATIVE VERBS: DATA SELECTION AND ANNOTATION

2.1 Lexical-semantic resources: WordNet

We combine information from several previously developed resources for
Bulgarian and Russian, as well as for English for those resources where the two
Slavic languages are linked through it (WordNet).

The Princeton WordNet, PWN [7] is a large-scale lexical database that
encompasses the lexis of English organised as a network of synonym sets (synsets)
comprising conceptual synonyms (individual members of a synset are called literals)
linked to each other by means of conceptual, lexical, and other relations. The
semantic description pertaining to a synonym includes a semantic label assigned to
each verb or noun synset that denotes the semantic primitive of the respective verb
or noun synset [5]. In addition to PWN, we use available wordnets for two other
languages, Bulgarian [8] and Russian [9], each of which is mapped onto PWN 3.0
through unique synset identifiers. The Bulgarian WordNet contains 14,103 verb
synsets, while the Russian WordNet is considerably smaller with 7,634 verb synsets.
These wordnets provide the verb inventories used in the study; corresponding
synsets are paired at the synset level through their mapping onto PWN.

Example 1.

ID: eng-30-02756359-v
PWN Synset: {belong:5}
Semantic primitive. verb.stative
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Gloss: be a member, adherent, inhabitant, etc. (of a group, organization, or place)
Example: They belong to the same political party.

Bulgarian Synset: {npunaonesca:7}

Russian Synset: {npunaonexcams 02365119}

According to their semantic primitive (or atomic predicate) [5], the verb synsets
in WordNet are organised in 15 classes such as verbs of change, verbs of motion,
verbs of cognition, verbs of communication, verbs of emotion, among others, and
are accordingly labelled at the synset level. The class of stative verbs (marked as
verb.stative) includes not semantically coherent verbs, but rather verbs that
aspectually belong to the category of states. In addition, stative verbs are also found
across other classes, although not necessarily characterised as such (e.g., cognitive,
emotion verbs, verbs denoting bodily states, verbs of possession, etc.).

To obtain the verbs that denote states, we assume that the verbs labelled as
stative qualify as viable candidates. In the first step, we take the set of stative verb
synsets in the Bulgarian WordNet, thus obtaining a collection of 559 synsets. We
then expand this number by adding verbs that are hyponyms of stative synsets (659
synsets). Further, we add a selection of verbs labelled with the primitives verb.
emotion, verb.cognition and verb.perception, increasing the overall number of
synsets to 1,786.

We then match these synsets to their Russian WordNet equivalents whenever
they exist. Table 2 shows the number of verb synsets under analysis (and the number
of literals they contain) in the Bulgarian and Russian WordNets and their
corresponding semantic primitive.

Bulgarian WordNet Russian WordNet

Semantic prime # synsets | # literals # synsets |# literals

verb.stative 559 1725 392 641
verb.cognition 503 1776 389 605
verb.perception 342 1173 261 432
verb.emotion 264 1035 210 385
verb.change 27 29 6 10
verb.body 19 86 14 21
Others 72 252 56 96

Tab. 2. Distribution of stative verbs across primes in the Bulgarian and the Russian WordNet

As mentioned above, we also collect verbs whose hypernym is a stative verb but
they themselves are assigned a different semantic class. Such synsets can be
considered as stative verbs with additional semantic characteristics expressed by the
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semantic class assigned: for instance, Example 2 shows two hyponyms of a verb.
stative synset where one is classified as verb.consumption (denoting the meaning of
a state reached through consumption), and the other, an emotional state, is defined as
verb.emotion.

Example 2.

Hypernym ID: eng-30-02604760-v

PWN Synset: {be:4)}

Semantic primitive. verb.stative

Gloss: have the quality of being; (copula, used with an adjective or a predicate noun)

Hyponym 1 ID: eng-30-01188342-v
PWN Synset: {be full:1}

Semantic primitive. verb.consumption
Gloss: be sated, have enough to eat

Hyponym 2 ID: eng-30-02604760-v
PWN Synset: {seethe:3; boil:4}
Semantic primitive: verb.emotion
Gloss: be in an agitated emotional state

In the next stages of the research, we intend to focus on ways of increasing
(through creating, translating, etc.) the Slavic data with more synsets denoting stative
meanings that are frequently found in Bulgarian and Russian parallel, comparable or
monolingual corpora, including prefixed verbs that are typical for Slavic languages,
but are not included in the Princeton WordNet.

2.2 Lexical-semantic resources: FrameNet

FrameNet [6] is a network of conceptual frames, where each frame represents
a script-like description of the conceptual structure of situations, objects or events by
means of their participants and props, called Frame Elements [10]. The frames are
instantiated by word-meaning pairings called Lexical Units. In addition, frames are
linked to each other by means of several hierarchical (Inheritance, Using, Subframe,
Perspective) and non-hierarchical relations (Causation, Inchoation, Precedence).

FrameNet frames are assigned to synsets in WordNet using one of the proposed
automatic mappings between the resources where lexical units in FrameNet and
synonyms in WordNet synsets are aligned; where such alignment is impossible, the
synsets are assigned a frame from their parent synset or another suitable frame is
assigned using a number of additional automatic procedures [11]. More than 5,000
frame-to-synsets assignments have been validated manually. As conceptual information
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is to a large extent language-independent, the semantic information is transferrable
across languages. Fig. 1 shows an excerpt of corresponding Bulgarian and Russian
synsets labelled as stative either on the basis of their primitive (verb.stative) or as
hyponyms of a verb.stative synset. The FrameNet frame assigned to the synsets and
the pertaining Frame Elements are also exemplified.

SYNSET SEM. CLASS BG SYNSET RU SYNSET FRAME FRAME Elements
Warnexnoam:1; Mmam sma:1; Phenomenon;; Characterization:;

eng-30-00033599-v  verb.body wanu3am: 15 [cmoTpeTe, magets]  Give_impression Appraisal;; Inference:;

eng-30-00047610-v verb.body Hocs:33 [BeiTe_ogeTsim] Have_associated Entity:; Topical_entity:;

Wearer:Sentient; Clothing:Artifact;

eng-30-00047745-v verb.body “mMam:25; Hoca:34 [HocuTe] Wearing Body_part:Body_part;
Gonenysam:1; cTpapam:2;

eng-30-00065370-v verb.body BoneH cbMm:1; umam:11 [oBnanats, MMeTs] Medical_conditions Patient:Living_thing; Ailment:;
3anasam ce:3; 3anaeA ce:3; Experiencer:Sentient;

eng-30-00077698-v verb.body naeA ce:3; 3aanywasam ce:1  [3agbixaTbes] Perception_body Body_part:Body_part;
nocraeam:4; noctaea:4;

eng-30-00623006-v verb.cognition 3anasam:1; sapam:1 [roBopuTb_3araakamu] Stimulate_emotion  Experiencer:Sentient; Stimulus:;
yMupam oT rnap:2; ympa oT  [ronogars, Experiencer:Sentient;

eng-30-01188144-v verb.consumption rnap:2; rnapysam:3 GbiTb_ronoaHbim] Perception_body Body_part:Body_part;
npenveam:3; npenea:3; [nepenusaTtbcA_uepes Experiencer:Sentient; Emotion:;

eng-30-01763101-v  verb.emotion npensnbixed cbm:1; kuna:s  _xpaid] Emotion_heat Seat_of_emotion:;

Experiencer:Sentient; Emotion:;

eng-30-01763303-v verb.emotion spa4; Gywysam:6 [BoisbiBaTE_Gpoxenne] Emotion_heat Seat_of emotion:;
3pyya:1; npoapy4aBam:1; [w3naBaTh_3Byk, Phenomenon:; Characterization:;

eng-30-02134927-v  verb.perception npoasyya:1; o3syyasam:1 3BYyYaTh] Give_impression Appraisal;; Inference:;
chbllecTayBam:3; cbm:13;

eng-30-02603699-v verb.stative wma:4; butysam:1 [BeiTh, cywecTsoBaT] Existence Entity:;

eng-30-02614181-v verb.stative HUBEAI2; HMB CbM:1; cbM: 18 [cywecTBOBaTE] Dead_or_alive Protagonist:Sentient; Figure:;
s#meen:8; nomuHysam:1;

eng-30-02614387-v verb.stative nomuHasam:1; nomuHa:1 [ruTh] Manner_of_life Experiencer:; Lifestyle:; Manner:;
cTpyBa MM ce:2; cTopBa MK [kasaThbes, Unattributed_informa Unattributed_information 1

eng-30-02198234-v verb.perception ce:2; cTopu M1 ce:2 npencTasnATbLCA] tion Reported_fact:;

Fig. 1. A sample of the synset-to-frame alignment for several stative verbs

In order to expand the number of stative verbs, we use both the manually checked
WordNet-to-FrameNet alignment and the netlike frame organisation, in particular part
of the FrameNet frame-to-frame relations. The FrameNet ‘tree’ stemming from the
frame State represents stative situations according to the relation of Inheritance.

Our working assumption is that frames inheriting from State must also be
stative, as well as the verbs they describe (Fig. 2). We thus consider a set of 178
frames regarded as describing stative verbs and situations. Some frames can cover
both stative and active verbs, e.g., Assessing, which is assigned to verbs such as
value (stative) and grade (active).

Through their alignment with English, the synsets in the Bulgarian and the
Russian WordNets are also assigned a frame, confer Table 3 for the most frequent
frames. The last column signifies whether the frame is a confirmed stative frame,
marked with an X (either coming from the FrameNet tree rooted in State, or manually
confirmed as stative).
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» @ State, ID# 150. Definition. ( Total related: 134)
o @@ 132 frames related to State via Inheritance (20 immediate Inheritance. 54 total Inheritance).

= (3 Locative relation, ID# 199. Definition. (contains 16 Inheritance relations)
- Process_initial state, ID# 152. Definition. (contains 2 Inheritance relations)
» Change of state initial state, ID# 185. Definition
= Change of state_endstate, ID# 186. Definition
= B3 Dead_or_alive, ID# 310. Definition. (contains 1 Inheritance relation)
= [ Bearing arms, ID# 470. Definition.
= B3 Being located, ID# 960. Definition. (contains 3 Inheritance relations)
. State_of entity, ID# 1600. Definition. (contains 1 Inheritance relation)
= Being in operation, ID# 880. Definition
= [ Attention, ID# 791. Definition.
- Existence, ID# 660. Definition. (contains 1 Inheritance relation)
= Posture, ID# 18. Definition
- Being attached, ID# 307. Definition.
" Emotions, ID# 1712. Definition. (contains 8 Inheritance relations)
= B3 Process_completed_state, ID# 234. Definition. (contains 1 Inheritance relation)
= B3 Process_uncompleted_state, ID# 1764. Definition. (contains 1 Inheritance relation)
= Thriving, ID# 1771. Definition
= B Dying, ID# 2055. Definition.
= Transportation_status, ID# 2645. Definition
= Chaos, ID# 2705. Definition

Fig. 2. The shallow hierarchy beginning with State according to the Inheritance relation

FrameNet frame assigned # synsets BG |# synsets RU | Stative frame
NO FRAME ASSIGNED 154 92
Stimulate_emotion 132 111X
Locative _relation 37 27| X
Categorization 38 32
Assessing 24 11
Purpose 22 16
Perception_body 20 13
Compatibility 16 11X
Similarity 15 11X
Have_associated 15 8| X
Give _impression 11 5|X
Posture 11 9(X
Residence 11 9[X
Existence 10 6[X
Expertise 10 6| X

Tab. 3. The most frequent frames (10+ examples) assigned to stative verbs in the two wordnets
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The semantic information from WordNet and FrameNet, including the gloss,
semantic prime, examples, etc. from the WordNet synsets and the frame definition,
lexical units (other verbs) assigned to the frame, etc. provide valuable semantic
information that will be used in the analysis of the stative verbs. The synset semantic
primes and the FrameNet frames (as distinct entities from other frames) are especially
helpful as they suggest meaningful classificatory categories. For instance, Being
located (sit, lie, stand ‘be located at’, etc.) and Spatial_contact (meet, contact, touch,
adjoin ‘be in physical contact with’) verbs may be defined as subcategories of a more
general classification category Location; Residence verbs (/ive, occupy, dwell, camp,
bivouac, room, stay, squat, lodge) and Existence verbs (live, exist, be ‘have
existence’; conmsist in, lie in, dwell ‘originate in’) may be defined as distinct
categories, etc. In addition, the analysis of the Frame Elements (the last column of
Fig. 1) is very helpful in identifying the semantic and selectional properties of the
verbs’ arguments.

2.3 Corpus data and preliminary annotatiton

For the purposes of the current work, we employed the Polish-Bulgarian-
Russian Corpus ([12], [13]), a parallel corpus for the three languages incorporated in
the CLARIN framework. The Corpus consists of 55 parallel texts, comprising 2.23
mlin. words for Bulgarian and 2.04 mln. words for Russian from several text genres
such as fiction, instruction manuals and technical documentation, legal texts, etc.
The parallel texts are automatically aligned at sentence-level and the annotations
have been post-edited manually. For the two languages under study we thus obtain
89,562 parallel sentences.

The Bulgarian corpus was POS-tagged using the Bulgarian Language
Processing Chain [14]. The Russian part of the corpus was POS-tagged with an
available UDPipe language model for Russian [15]. The tagging is necessary in
order to identify the relevant verb lemmas to the end of matching them to possible
WordNet senses.

3  DATASET OF ANNOTATED EXAMPLES OF STATIVE VERBS

The task is to annotate the stative verbs in the parallel Bulgarian-Russian
Corpus obtained from the Polish-Bulgarian-Russian Corpus. The annotation involves
the assignment of a relevant WordNet synset that best describes the sense using the
Bulgarian and the Russian WordNets. As sense annotation is very sensitive and
prone to mistakes, the decision making will be delegated to human experts who will
choose the most relevant sense (synset) out of a number of automatically assigned
synsets. To facilitate the process, we have adopted a procedure for filtering out non-
relevant synsets, which we describe below.
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Step 1. We first assign all the possible senses to the lemmatised verbs in the
Bulgarian part of the parallel corpus that have at least one stative sense in WordNet.
These verbs (or rather their graphic form) have counterparts in the collection of
possible relevant synsets and are thus potentially stative.

Step 2. For each sense assigned to a potential stative verb in the Bulgarian part of the
corpus, we collect the corresponding synsets from the Russian WordNet, where available.

Step 3. We identify the verbs in the tagged Russian part of the corpus that may
potentially belong to the same synset as the corresponding Bulgarian verb in the
parallel Bulgarian sentence. The task boils down to finding the intersection of the set
of Bulgarian and Russian synsets which are assigned to a Bulgarian verb and a Russian
verb, respectively, found in a pair of equivalent sentences: candidates from
corresponding synsets appearing in a pair of parallel sentences are very likely
translational equivalents.

Step 4. If no pair of verbs from the corresponding Bulgarian and Russian synsets are
identified, for each Bulgarian verb, we extract all Russian stative verb translations
(in the corresponding sentence) and include them in the list of possible candidates.
The assumption is that a state is more likely to be expressed by stative verbs in both
languages, even if not from the same synset.

At this stage, a number of heuristics based on semantic relations between synsets can
be employed in order to improve filtering of invalid suggestions and reduce further
manual validation.

Step 5. After the list of possible senses is reduced through the filtering procedures,
we assign the FrameNet frames mapped to the relevant synsets.

As a result, the potentially stative verbs in the Bulgarian-Russian parallel corpus are
assigned a number of (filtered-out) senses. Each verb is thus supplied with semantic
information derived from the respective WordNet synsets and the assigned FrameNet
frames: the semantic prime and the description of the conceptual frame as well as the
semantic relations with other synsets or frames. The corpus is then ready to be
further disambiguated by human experts.

Initially, we extracted over 30,000 pairs of parallel sentences from the corpus, which
were then filtered down to 7,568 examples representing possible stative verbs in
Bulgarian and their parallel equivalents in Russian (Example 3).

Example 3.

BG verb: cvenaoam
BG sentence: — Bawusim paszxa3s e uzKkuioyumenHo uHmepecet, npogecope, 6bnpexu
ye oajley He Cb8naoa ¢ esaneeicKume.
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EN translation: ‘Your story is extremely interesting, Professor, though it does not
coincide at all with the Gospel stories.’
Potential synsets:
eng-30-02658734-v verb.stative {cvenadam:4,; cvenaona:4} {coincide:2} ‘be the same’
Frame: Compatibility; FEs: Item 1, Item_2; [tems,; Parameter
eng-30-00345312-v verb.change {cveénadam:1; cvenaona:1} {concur:1; coincide:1}
‘happen simultaneously’
No frame assigned
eng-30-02660442-v verb.stative {cvénadam:3; cwenaona:3} {coincide:3; co-
occur:1; cooccur:1} ‘go with, fall together’
Frame: Existence; FEs: Entity

RU verb: cosnaoamu
RU sentence: — Baw pacckaz upesguluaiino unmepeceH, npogeccop, Xoms OH
U COBEPUIEHHO He COBNAadaem ¢ e8aH2eNbCKUMU PACCKA3AMU.
Potential synsets:
eng-30-02658734-v verb.stative {cosnadams 02278040}
Frame: Compatibility Iltem_1:; Item_2:; Items:; Parameter:,;
eng-30-00345312-v verb.stative {cosnaoams 00297090}
No frame assigned
eng-30-02660442-v verb.stative {cosnaoamv 02279659}
Frame: Existence; FEs: Entity

4 CONCLUSIONS

The research presented in this paper suggests several lines of improvement: (i)
expanding the inventory of verbs, the FrameNet-to-WordNet alignment, and the size of
the parallel corpus; (ii) perfecting the automatic sense assignment and filtering
procedures; (iii) outlining major classification categories on the basis of analysis
informed both from theoretical work on verb classification and the semantic knowledge
encoded in lexical-semantic resources. Further, the classification scheme can be applied
to (semi)automatic classification of corpus examples and can be used as a starting point
towards automatic semantic role labelling and word sense disambiguation.
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Abstract: The paper attempts to identify the usage and productivity of five different
international suffixes in Slovak by means of corpus evidence. The analysis focuses on
real and potential productivity in a two-stage comparison: 1) tokens/lemmas occurring in
a general balanced corpus vs general corpus of specialised and academic texts, 2) general
corpus of specialised and academic texts vs specialised (sub)corpora of medical, legal,
economic and religious texts. The aim of the analysis is to explore whether productivity
varies across registers by means of statistical measures.

Keywords: productivity, realized productivity, potential productivity, general corpus,
specialised corpus, adjective, suffix

1 INTRODUCTION

In the last two decades, terminology research has seen the emergence of a new
research topic: variation analysis. One of the most variant-productive areas is that
resulting from the clash of two contending tendencies: internationalisation and
naturalisation, i.e., coining of new terms from national language resources. In
Slovak, usage of the so-called international loanwords' has deep historical roots, as
Latin was the official language of the Hungarian Kingdom, territory which until
1867 also included Slovakia. A high proportion of words from Latin can be found
also in the general Slovak lexicon [1, p. 81], therefore, many Slovaks find borrowing
and usage of international words and terms (especially via English) natural.

However, there has always been a natural tendency to coin Slovak counterparts
to international words, the realm of terminology including. The clash between these
internationalising and naturalising tendencies often results in competing or coexisting
(synonymous) words and terms [2, p. 273]. It has been observed that this nationalising
tendency is not uniformly present in specialised domains [3, p. 174]; its influence

! Terms of Latin and/or Greek origin, occurring at least in three genetically unrelated languages,
which are more or less adapted to Slovak [4, p. 89]. More information on corpora can be found in part 2.
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manifests itself unevenly, depending on the tradition and character of individual
disciplines or domains, as well as on their linguistic and word-forming specificities.

Furthermore, in addition to the traditional preoccupation with nouns,
terminology research has also shifted its attention to other parts of speech. It was
during the 1990s and after 2000 that adjectives began to emerge into the limelight.
Their analyses, underlying differentiating and classifying functions, as well as their
ability to build multi-word terms, started to be published. The significance of
adjectives in terminology and language for specialised purposes (LSP) can be
supported also by corpus evidence. While Czech data indicate the presence of as
much as 13% of adjectives in LSP texts of SYN 2000 compared to other parts of
speech [5], the ratio of adjectives in the majority of specialised corpora of the Slovak
National Corpus project amounts only to no more than 9%. However, as can be seen
in the table 1, this ratio is at least 2% higher when compared to the reference corpus.
Only religious corpus blf-2.0 features roughly the same percentage distribution of
adjectives as the reference corpus (7.46%). The third row of table 1 presents the
frequency and ratio of gerunds that are also used with differentiating and classifying
functions in multi-word terms.

corpus prim-7.0-frk prim-9.0-|  prim-9.0- legal- blf-2.0 ecn-2.0-

public-prf juls-all 1.1.verbz public
(MED) | 1991 2011

tokens/ | 253,137,609 | 149,581,785| 7,099,555| 33,600,183 | 65,920,357 | 164,987,015

corpus

tokens/ 19,090,396 | 13,415,554 660,025 4,841,400 4,914,860| 15,540,381

adjec- 7.54% 8.97% 9.3% 9.88% 7.46% 9.42%

tives

tokens/ 3,174,567 2,394,914 112,164 1,267,598 761,719 2,154,124

gerunds 1.25% 1.6% 1.58 % 2.59% 1.16% 1.31%

Tab. 1. Number of tokens and ratios of adjectives and gerunds in reference and specialised
corpora of the SNC project

Coexisting and competing forms can also be found among adjectives in multi-
word terms or in specialised discourse as such. In general, these forms include
Slovak counterparts to international adjectives (e.g. vnutrozilovy — intravenozny
‘intravenous’), the latter group comprises also a subgroup that shows the same two
tendencies by means of variation of international and Slovak aftixes combined with

r

the same international roots (e.g., bakteridalny — baktériovy ‘bacterial’).

2  RESEARCH AIMS AND DATA
This paper is an attempt to identify the usage and productivity of five different

international suffixes in Slovak by means of corpus evidence. Moreover, the analysis
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will focus on atwo-stage comparison: 1) tokens/lemmas occurring in a general
balanced corpus vs general corpus of specialised and academic texts, 2) general
corpus of specialised and academic texts vs specialised (sub)corpora of medical,
legal, economic, and religious texts. These corpora may help to explore whether
productivity varies across registers.

Suffixes selected for analysis are representative of a minor group within a range
of adjectival suffixes.? In terms of their composition, the five suffixes may be termed
‘reduplicated’ as they consist of an (adapted) international adjectival suffix combined
with semantically equivalent Slovak -ny/ny: -alny, -arny, -itny, -ivny, -6zny.
Obviously, all of them come from Latin suffixes used to coin adjectives from Latin
nouns (-alis with the variant -aris, -itus, -0sus) or verbs (-0rius). It is worth pointing
out, however, that many Slovak adjectives with analysed suffixes entered the Slovak
lexicon via French and English.

2.1 Corpora used in the analysis

All three corpora and three subcorpora used in this analysis were released by
the Department of the SNC in 2013-2020 and are accessible for all registered users.

The first one, the reference corpus prim-7.0-frk [7], amounting to more than
253 million tokens, is composed of an even share of journalistic, specialised, and
fictional texts (64.12% of them are Slovak while 29.51% represent translations)
written from 1991-2015. The corpus was used in the compilation of two frequency
dictionaries of Slovak (2017, 2018), as well as the reverse dictionary (2018).

The second corpus, prim-9.0-public-prf [8], is a publicly available subcorpus of
the primary corpus of the SNC project. Compiled from specialised, academic, and
non-fiction texts, this subcorpus features more than 149 million tokens, and
documents general discourse of science and research, including specialised
journalism. Its texts were written between 1955 and 2019.

The smallest subcorpus of all searched corpora exists as a result of filtering the
primary corpus of the SNC project [9], version 9.0. It consists of texts that belong to
the field of medicine, written from 1976 to 2019, and comprises slightly more than 7
million tokens.

In order to create a comparable source with other specialised corpora and the
reference corpus, the specialised corpus legal-1.1 [10], built in cooperation with the
Slovak Ministry of Justice, was narrowed down to legislative texts created between
1991 and 2011. Its approximately 49 million tokens were thus reduced to 33.5
million tokens.

The specialised corpus — blf-2.0 [11] — focusing on the field of religion — was
released in 2014. Its texts consist of almost 66 million tokens written from 1989—

2 Olostiak and Olostiakova [6, p. 230] mention as many as 38 suffixes, though 25 sufixes in their
sample — derived from the Slovnik korenovych morfém slovenciny comprising 66,500 analysed lexical
units — represent only 1% of adjectives.
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2014. It comprises more than 80% of thematic journals and newspapers. Similarly,
specialised corpus ecn-2.0-public [12], devoted to the field of economics, includes
as much as 96.24% of specialised texts published in thematic journals and
newspapers. Texts of this corpus come from 19922014 and comprise almost 165
million tokens.

3 THEORETICAL BACKGROUND AND METHODOLOGY

Morphological productivity represents one of the most contentious linguistic
issues and is the focus of extensive research and discussions.’ One complex theory
of word-formation productivity was presented by a Czech linguist, Milo$ Dokulil, in
his work Teorie tvoreni slov in 1962 [13], which also included the differentiation of
the systemic and the empirical productivity (also termed “parole’ or ‘real productivity’
[14]), the latter determined by extra-linguistic factors. With the availability of
extensive corpora, it is possible to measure, identify, and analyse the concept of
Dokulil’s empirical productivity of a word-formation type or element in a language
at a given time. Dokulil believed that even “approximative data concerning the
quantitative use of a given word-formation process or element are of paramount
importance in the overall picture of a given language in general and for the
characteristics of its lexicon in particular” [Ibid., p. 77]. Moreover, Dokulil’s theory
is also inspirational in the differentiation of the so-called absolute frequency of
word-formation processes, types, and elements and the relative frequency, which is
register- or domain-dependent.

Echoing Dokulil‘s theory of productivity, some contemporary Czech linguists
elaborate on and verify his assumptions on corpus data (see, e.g., [14], [15], [16],
[17] or [18]). Sticha advocates the need to analyse suffixes one by one, to identify
the frequency and ratio of derived words, coined with these suffixes, in a given
corpus [14, p. 100]. Sticha proposes the analysis of empirical/parole productivity not
only on big corpora, but also on a series of corpora of different size and composition
[Ibid., p. 104]. Corpus findings and statistical data indicate that empirical/parole
productivity could be differentiated further into general and specialised categories
which will be of special interest in the context of this study [Ibid.].

The main “trend” concerning statistical-based research of productivity,
introduced especially by the studies of Harald Baayen and his colleagues in the
1990s ([19], [20], [21], [22], [23]), claims an importance for hapax legomena in
a given corpus in determining the degree of productivity of a word-formation type or
element. The rationale behind this method is that lemmas which occur only once in

3 More information can be found, e.g., in Hulse, V.: Productivity in morphological negation: a corpus
based approach. The University of Manchester (2011). Available at: https://www.research.manchester.
ac.uk/portal/en/theses/productivity-in-morphological-negation-a-corpusbased-approach(266d2241-a266-
4b99-8fab-e19571381d8f).html.
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a corpus are indicative of the creation of new words. However, many researchers
criticize the significance attributed to hapaxes in measuring morphological
productivity and emphasize the fact that not all hapaxes represent new coinages, on
the contrary, this group often consists of peripheral lexical units including archaisms
or words that simply happen to occur only once in a given corpus. To do Baayen
justice, he explicitly states that hapaxes only correlate to the number of neologisms
and that “they only function as a tool for a statistical estimation method aimed at
gauging the rate of expansion of morphological categories” [24, p. 906].

In his 2009 paper [24], Baayen proposed amore elaborate theory of
(morphological) productivity distinguishing three levels:

1) realized productivity, which reflects the productivity of a word-formation
type/process in the past and which can be “estimated by the type count”, i.c., the
number of lemmas in a corpus;

2) expanding productivity, which is an estimate of the contribution of
a morphological category to the growth rate of the total vocabulary. Baayen suggests
it be calculated as the ratio of hapaxes with affix X/all hapaxes in a corpus;

3) potential productivity, which enables one to “estimate the growth rate of
the vocabulary of the morphological category itself” and can be calculated as the
number of hapaxes with affix X/tokens with affix X. Baayen used this method
already in [19], stressing that it is to show only the statistical probability ratio of
future coinages.

Due to legitimate criticism of hapax significance mentioned earlier, this analysis
is based on manually cleaned-up data. Lists of hapaxes extracted from every corpus
and subcorpus were checked and several groups of lemmas excluded:

a) lemmas of Slovak origin including incidentally the same sequence of
characters as the analysed suffixes (exclusion not only from the list of hapaxes, but
also from the list of lemmas with the suffix X);

b) lemmas with typos or orthographical mistakes;

¢) lemmas found in general Slovak dictionaries and the Dictionary of Foreign
Words (most of them representing terms of specialised domains);

d) lemmas found in two most extensive SNC corpora: exclusion of lemmas
with 3 and more occurrences in general corpus prim-9.0-juls-all [9] and in legal
corpus legal-1.1 [10], provided that those occurrences come from 3 different sources
and 3 different years.

Overall, the exclusion ranged from 26% up to 100% of hapaxes in individual
(sub)corpora. However, the cleaned-up lists of hapaxes may still comprise lemmas
that are not neologisms, due to the lack of up-to-date specialized dictionaries and the
extent and content of the corpora used.

Moreover, if a list of lemmas with suffix X comprised two lemmas differing
only in the usage or non-usage of a hyphen, these were merged, as well as lemmas
(not being proper names) with a capitalised and non-capitalised first letter.
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For practical reasons, athorough manual check and clean-up of lists of all
hapaxes from big corpora is more than time-consuming and unfeasible. Therefore,
further analyses will focus only on Baayen‘s realized and potential productivity:

1. realized productivity in order to determine the productivity of suffixes with
respect to past and present linguistic situations, completed with the corpus statistics
reflecting their usage;

2. potential productivity in order to estimate the rate at which new types are to
be expected to appear. However, I decided not to use the hapax/token method, but
the hapax/type method in line with Van Marle’s reasoning [25] that token frequency
is not as relevant a variable in the measure of productivity as the number of lemmas.
Moreover, I assume that an estimation of future productivity should be related to
contemporary and past productivity.

As far as the corpus search is concerned, Idid not base the queries on
lemmatization and morphological tagging of the (sub)corpora because with Latinate
words the lemmatization and tagging proved to be inadequate and erroneous.
Therefore, [opted for simple search of specific ending of atoken, e.g.
[lemma=".*alny*], combined with automatic filtering of words with incidentally the
same string of characters.

4 RESEARCH RESULTS

4.1 Usage of suffixes and realized productivity

Table 2 shows the raw frequency of tokens with analysed suffixes occurring
in 6 selected (sub)corpora. For the sake of comparison, the second column features
the normalised frequency (ipm) of these tokens and, thus, enables an inference of
their usage in general and specialised domains. The suffixes have been listed in
order of decreasing number of tokens, which is mirrored by the decreasing
normalised frequency, except for the order of the pair -dzny and -orny in legal
corpus and -arny and -itny in the economic corpus. Suffix -d/ny is clearly the most
widely used in all (sub)corpora, while -drny is at the opposite end of the frequency
axis in 5 (sub)corpora. Four out of five suffixes clearly reach higher normalised
frequencies in the general corpus of specialised and academic texts (prim-9.0-
public-prf) compared to reference corpus, as expected. Frequency differences
between reference corpus and prim-9.0-public-prf, as well as those between prim-
9.0-public-prf and each specialised (sub)corpus, were subjected to atest of
significance test (log likelihood test), which confirmed the significance of observed
statistical data with the exception of the suffix -drny in medical texts and the suffix
-orny in legal texts. It is also noteworthy that normalised frequencies of suffixes in
medical subcorpus equal or considerably exceed the ipm in prim-9.0-public-prf
while the ipm of suffixes in religious corpus is manifestly lower than in the
reference corpus.
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suffix | prim-7.0-frk prim-9.0- prim-9.0- | legal-1.1.ver. blf-2.0 ecn-2.0-
public-prf juls-all bz public
(MED) 1991 2011
Tokens Tokens Tokens Tokens Tokens Tokens
IPM IPM IPM IPM IPM IPM
-alny 547,742 537,682 31,408 102,863 128,472 597 005
2163.81 3594.57 4423.94 3061.38 1948.9 3618.5
-arny 84,780 94,586 4,529 25,980 14,253 38,178
334.92 634.14 637.93 773.21 216.22 231.40
-itny 44,655 30,402 2,683 2,256 9,176 52,574
176.41 203.25 37791 67.14 139.20 318.66
-6zny 16,531 8,863 1,416 482 2,321 9,440
65.30 59.25 199.45 14.35 35.21 57.22
-6rny 4,672 4,537 884 1,959 620 2,039
18.46 30.33 124.51 58.30 9.41 12.36

Tab. 2. Frequency and normalised frequency of analysed suffixes in the respective (sub)corpora

The estimate of realized productivity, or the insight into the extent of past new
coinages by means of analysed suffixes, can be seen in table 3, which shows not only
the number of lemmas in the selected (sub)corpora, but also normalised counts of
lemmas per million. Again, the first position in the table is taken by the suffix -dlny
and the last place by the suffix -drny. Both absolute and normalised counts of
lemmas are distinctly higher in prim-9.0-public-prf compared to the reference
corpus, and from among specialised (sub)corpora, it is the medical field in which all
five suffixes appeared most frequently. Only the number of lemmas in economic
corpus, with the exception of lemmas with -itny, is closer to the reference corpus
than to the corpus of specialised texts. Suffixes -itny and -dzny feature very similar
statistics with the exception of medical texts, in which lemmas with -ozny are twice
as numerous per million than those with -itny. The same reversed order of these two
suffixes, compared to other corpora, is in the reference corpus.

suffix | prim-7.0-ftk | prim-9.0- prim-9.0- | legal-1.1.ver. blf-2.0 ecn-2.0-

-public-prf juls-all bz public
(MED) | 1991 2011

-dlmy | 1,006| 3.97| 1,179 7.88| 519|73.10] 322| 9.58| 643| 9.75| 753| 4.56

-arny 298| 1.18] 366| 2.45| 1180|2535 100 2.98| 144| 2.18| 204 1.24

-itny 90| 0.36 97| 0.65 36| 5.07 41 1.22 55| 0.83] 118 0.72

-6zny 115| 045 119| 0.80 72| 10.14 40| 1.19 52| 0.79 83| 0.50

-0rny 25| 0.09 35| 0.23 13| 1.83 10| 0.30 20| 0.30 27| 0.16

Tab. 3. Number of lemmas in a given (sub)corpus followed by the same count normalised per
million tokens
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To complete the picture, the last table in this part presents a statistical method
frequently used in analyses of (morphological) productivity — type/token ratio of
analysed suffixes. These data in table 4 reflect both the existence of types with one
of the suffixes, as well as the extent to which these types are used. In this two-
dimensional perspective, the ranking of analysed suffixes is reversed compared to
the previous table — the first place is occupied either by -dzny or -drny, while -dlny
can be found at the bottom of table in 5 (sub)corpora. However, it is not possible to
compare these ratios across the corpora as they were calculated from raw token
frequencies and counting of lemmas.

Type/token ratio
prim-7.0-frk | prim-9.0-public- | prim-9.0-juls- |legal-1.1.ver.bz blf-2.0 ecn-2.0-public
prf all (MED) 1991 2011

-6zny | 0.006956627 | -6zny | 0.013426605 |-6zny |0.050847458 | -0zny | 0.082987552 | -6rny | 0.032258065 | -6rny | 0.013241785
-orny | 0.005351027 | -orny | 0.007714349 | -arny |0.039743873 | -itny |0.018173759 | -6zny | 0.022404136 |-6zny| 0.008792373
-ary | 0.003514980 | -arny | 0.003869494 | -alny |0.016524452 | -6rny | 0.005104645 | -ary | 0.010103136 | -4rny | 0.005343391
-itny | 0.002015452 | -itny | 0.003190580 | -6rny |0.014705882 | -arny | 0.003849115 | -itny | 0.005993897 | -itny | 0.002244455
-dlny | 0.001836631 | -dlny | 0.002192746 | -itny |0.013417816 | -alny | 0.003130377 | -dlny | 0.005004982 | -alny | 0.001261296

Tab. 4. Type/token ratios in a given (sub)corpus

4.2 Potential productivity

As lindicated in part 3, for calculating the potential productivity of analysed
suffixes, I decided to use not the hapax/token method, but the hapax/type method, in
order to emphasize the relation of hapaxes to types rather than tokens. Table 5
introduces the potential productivity ratios in decreasing order. Note first that the
order of suffixes in the reference corpus and prim-9.0-public-prf overlaps only
partially: while -drny and -dlny keep the same 3™ and 4™ place, respectively, -orny
occupies the last place in the reference corpus, but tops prim-9.0-public-prf.
Similarly, suffix -6zny takes the first place in the reference corpus, but the 4™ place in
prim-9.0-public-prf. If we compare the situation in prim-9.0-public-prf and
specialised (sub)corpora, the most productive suffix seems to be -orny, though in
medical texts, it occupies the last place of the ranking and the 3™ place in economic
texts. Very different ranking can be observed for the suffix -dzny: 4™ place in prim-
9.0-public-prf and the religious corpus, 2™ place in the legal and economic corpora
and 1* place in medical texts, as expected. Suffix -itny is either least productive (in
prim-9.0-public-prf, legal and religious corpora) or the most productive (1% place in
economic and 2™ place in medical texts). Relatively stable potential productivity is
manifested by the suffix -d/ny: 3™ place in the ranking of three (sub)corpora, 2
place in religious and 4™ place in economic texts. The last but not least, suffix -drny
has the 2" highest productivity in prim-9.0-public-prf, 4" in medical and legal texts,
3 in religious texts, but lowest in economic texts.
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Hapax/type ratio

prim-7.0-frk | prim-9.0-public- | prim-9.0-juls- |legal-1.1.ver.bz blf-2.0 ecn-2.0-public
prf all (MED) 1991 2011
-ozny | 0.252173913 | -o6rny | 0.228571429 | -6zny | 0.208333333 | -6rny 0.1 -Orny 0.2 -itny | 0.237288136

-arny | 0.201342282 | -4rny | 0.210382514 | -itny | 0.138888889 | -6zny 0.075 -alny | 0.188180404 |-6zny| 0.228915663
-alny | 0.173956262 | -alny | 0.209499576 | -alny |0.129094412 | -alny |0.052795031 | -4rny | 0.145833333 | -6rny | 0.185185185
-itny | 0.122222222 | -6zny | 0.201680672 | -arny 0.1 -arny 0.05 -6zny | 0.134615385 | -dlny | 0.177954847
-Orny 0.12 -itny | 0.195876289 | -6rny |0.076923077] -itny 0 -itny | 0.090909091 | -arny | 0.142156863

Tab. 5. Hapax/type ratios in a given (sub)corpus. The suffixes in each subtable are listed in order
of their decreasing ratio

In order to put the data in one more perspective, let us regroup the (sub)corpora in
the order of their increasing corpus size and show the ratio of hapaxes as a percentage.
The aim of the reordering is to answer the question of Frantidek Sticha [14, p. 255]
regarding what the ratio of hapaxes will be with the increasing size of corpora. Sticha
hypothesized that a significant increase of lemmas with a specific suffix correlated
with an increase of low-frequency lemmas with the same affix would testify to/indicate
a high real productivity of this type in a given time. However, our (sub)corpora differ
significantly not only in terms of size but also in terms of types of texts and their
proportion, therefore, it is not possible to test this hypothesis fully, just to indicate
discernible trends. Table 6 shows that apart from the reference corpus data, two corpora
— legal and economic types — are incoherent with the increasing number of either
lemmas or hapaxes, or both. We can hypothesize that the reason lies in their
composition and, possibly, in the character of the discipline, e.g., legal domain is rather
hesitant towards linguistic innovations. Only in the case of two suffixes, -a/ny and
-orny, it is possible to observe both the increase of lemmas and ratio of hapaxes in at
least three (sub)corpora — medical subcorpus, religious corpus and prim-9.0-public-prf.
An interesting drop in data can be seen between the medical subcorpus and the legal
corpus, which is almost ten times larger) — except for the number of -itny lemmas and
the ratio of -orny hapaxes. Similar drop, including the exception of -itny lemmas and
hapaxes, is between prim-9.0-public-prf data and the data from economic texts. If we
narrow our focus to the difference between general and specialised texts, we can
observe that the number of lemmas, as well as the hapax ratio in prim-9.0-public-prf, is
higher compared to the reference corpus, except for the ratio of -dzny hapaxes.

suffix | prim-9.0-juls- | legal-1.1.ver. bif-2.0 prim-9.0- | ecn-2.0-public |  prim-7.0-frk
all (MED) |bz 1991 2011 -public-prf
-alny | 519 [12.91% ] 322 | 5.28% | 643 | 18.82% | 1179 | 20.95% | 753 | 17.8% | 1006 | 17.4%
-arny | 180 | 10% | 100 | 5% | 144 | 14.58% | 366 |21.04% | 204 | 14.22% | 298 | 20.13%
-itny 36 | 13.89% | 41 0% | 55 ]9.09% | 97 |19.59% | 118 |24.14% | 90 | 12.22%
-ozny | 72 120.83% | 40 | 7.5% | 52 |13.46% | 119 |20.17% | 83 |22.89% | 115 | 25.22%
-orny | 13 | 7.69% | 10 | 10% | 20 | 20% | 35 |22.86%| 27 |18.52%| 25 12%

Tab. 6. Ratio of hapaxes in % in (sub)corpora ordered from the smallest (medical subcorpus) to
the biggest corpus (prim-7.0-frk)
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To sum it up, the most productive suffix in terms of past coinages is -d/ny,
especially in medical, legal and religious texts, the least productive, in this
perspective, is -orny, though the number of different lemmas with this suffix is
significantly higher in prim-9.0-public-prf and specialised (sub)corpora compared to
the reference corpus.

From a future productivity point of view, the picture is less clear-cut: the most
productive suffix is -6rny but only in three corpora. In the remaining three (sub)
corpora, the ranking is topped in two instances by -dzny and once by -itny. Moreover,
the same suffix -orny seems to be least productive in future regarding general and
medical texts. In as many as three (sub)corpora, it is the suffix -ifny that has taken
the final place in the productivity ranking. Similarly, the last place in economic texts
productivity ranking is occupied by the suffix -drny.

5 CONCLUSION

A proposed analysis of word-formation productivity of selected suffixes in
Slovak indicates noteworthy differences depending on domains and registers.
However, these differences need to be verified in specialised corpora, balanced in
terms of genres and types. An open question remains as to whether the analysis of
the share of neologisms in low-frequency lemmas would not change the overall
picture, as several researchers note that word-frequency distribution of productive
affixes is supposed to be distinctly shifted towards low-frequency lemmas
comprising new coinages.
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Abstract: It is shown that the mean morpheme length (measured in phonemes)
decreases with the increasing length of word types (in morphemes) in Czech texts, i.c., these
language units behave according to the Menzerath-Altmann law. The law is not valid in
general for word tokens. Some hints towards an interpretation of parameters are presented.

Keywords: Menzerath-Altmann law, word, morpheme, phoneme, Czech

1 INTRODUCTION

The Menzerath-Altmann law [1] (henceforward MAL) is, together with the Zipf
law [2] and the law of brevity [3] (which was, in fact, formulated also by Zipf), one of
the best known laws in quantitative linguistics. Its special case was first articulated by
Paul Menzerath [4] who studied the German vocabulary and observed that longer
words consist, on average, of shorter syllables. The law was later substantially
generalized by Gabriel Altmann [5]. The current version of the MAL claims that
greater constructs consist on average of smaller constituents, with constructs and
constituents being neighbours in the language unit hierarchy (such as, e.g., words and
syllables, sentences and clauses, etc.). Sometimes even a more general form is used,
namely, the size of the construct is a function of the mean size of its constituents. The
function does not necessarily have to be strictly decreasing. It can increase to its peak
(achieved usually for constructs of size two) and decrease from the peak to the right,
see theoretical considerations in [6, p. 7] and examples in [5, p. 8; Table 4] or [6, p. 54;
Table 5.7]. The general mathematical expression for the MAL is
(1) y(x)=axbefcx’
with y(x) denoting the mean size of constituents in constructs of size x; a, b, and
c are parameters of the model. A special case of this general formula, namely
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(2) y(x)=ax",

is very often sufficient to fit data. This simpler version is appropriate only if the
mean constituent size achieves its maximum for constructs of length 1, and the mean
constituent size then decreases with the increasing construct size.

The validity of the MAL was corroborated for several language levels and in
many languages. As examples, we mention the MAL as the model for the relation
between lengths of words (in syllables) and syllables (in graphemes) [7], canonical
word forms (in syllables) and syllables (in phonemes) [8], word length motifs (in
words) and words (in syllables) [9], sentences (in clauses) and clauses (in words)
[10]. We note that while there seems to be a consensus on the hierarchy of low-level
language units (speech sound/phoneme — syllable/morpheme — word)!, the situation
from word higher on is not so clear. Until relatively recently, clause was considered
the “upper neighbour” of word (see e.g. [10]), but arapid development of
computational methods in syntax made it possible to take into account also other,
intermediate level units (e.g., the MAL was shown to be valid for the relation
between the lengths of clauses and syntactic phrases which are directly dependent on
the clause predicate, see [11]). In addition, new, “non-traditional” units (different
kinds of motifs, see an overview in [12]) were defined, which follow the MAL as
well.

The first attempt to study the MAL specifically as a model for the relation
between lengths of words (in morphemes) and morphemes (in phonemes) can be
found in [13], where 15,011 German words’ lemmas from a dictionary are analysed.
A similar approach was chosen in [ 14] — the author uses databases of morphologically
segmented word lemmas from Dutch, English, and German, which consist of
124,136, 52,447, and 50,708 word lemmas, respectively. Here, morpheme length is
measured both in phonemes and graphemes. Both papers (and both choices of units
in which morpheme length was measured in the latter one) result in data which can
be modelled by the MAL in form (2), i.e., it holds that the longer the word, the
shorter the mean length of its morphemes. The same is true for a short Turkish text
[15, p.20], with morpheme length measured in the number of phonemes.? Both word
types and tokens from a Czech novella were taken into account in [17]. A decreasing
trend of morpheme lengths can be observed, but the two curves differ (the one for
types is steeper).

! Needless to say, there are some (mainly methodological) problems related also to the analysis of
these low-level units, such as e.g., their different definitions, the status of zero-syllable prepositions, etc.

2In [15], it is not specified whether word types or tokens are analysed. In addition, word length in
syllables is studied in the same text in [16] but, curiously enough, the total numbers of words differ in
the two works (559 words in Text 7 from [15], and 587 words in Text 2 from [16]). The difference
between these two numbers is too small to be explained by different approaches, i.e., as the number of
types in [15] and the number of tokens in [16]. In such case, the type-token ratio would achieve an
extremely implausible high value of 0.95.
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This paper presents the first systematic study of the relation between word
length and morpheme length, performed on the sample of 15 Czech texts which are
morphologically segmented by the same method. Function (1) is a good model for
14 of the texts, the only one for which the fit of the model is not sufficiently good is
the shortest text in the sample. Some hints towards an interpretation of the parameters
can be found in the conclusion.

2 METHODOLOGY AND DATA

The morphological segmentation applied in this paper is based on the retrograde
morphemic dictionary of Czech [18]. However, [18] contains only dictionary forms
of words (i.e. lemmas), and since Czech is an inflectional language, also rules for
inflected word forms are needed. Moreover, there are several groups of words
(proper names, pronouns, particles, interjections) which require a special approach.

The segmentation of inflected word forms of nouns, adjectives, numerals, and
verbs mostly follows the Czech grammar [19]. The segmentation rules from [19]
were modified or specified more in detail as follows.

1. For nouns and adjectives, markers of grammatical cases were reconsidered
in order to avoid a high degree of allomorphy. For example, the morpheme
ch serves as the marker of the locative plural in this paper, while according
to [18], the locative plural is marked by six allomorphs: -ech, ich, -dach, -ich,
éch, -ch.? The vowel which precedes the morpheme -c/ in the locative plural
(if there is any) is considered a separate morpheme (in [20], it is called
a connecteme). Other grammatical cases are treated analogously.

2. Czech pronouns can be inflected and, at the same time, they constitute
a closed class containing a limited number of words. Therefore, there are
less options for inter-paradigmatic comparisons (within this class as well as
with other nominal parts of speech, i.e., nouns and adjectives). Consequently,
the segmentation rules for pronouns found in grammars are often more
ambiguous than for other parts of speech. Led again by the motivation to
reduce allomorphy, we decided to apply adeeper (i.e., more detailed)
morphological segmentation. We demonstrate our approach on the example
of the instrumental plural form nasimi of the first person plural possessive
pronoun nds ‘our’. First, the inflectional morpheme is separated: nas-imi.
Then, applying the above mentioned rules, -mi is considered the marker of
the instrumental plural, and -i- which precedes it a connecteme: nas-i-mi.
But in Czech there is also the instrumental plural affix -ma*, contrasting

3 These allomorphs occur in nouns, adjectives, and some pronouns.
* The affix -ma originally marked the dual number. In contemporary Czech it is used with nouns
referring to paired body parts (and in forms agreeing with such nouns).
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with -mi (nasim-a vs. nasim-i). This contrast leads to the segmentation into
nasim-i. Next, the inter-paradigmatic comparison with the second person
plural possessive pronoun vds ‘your’ results in the segmentation n-as-i-m-i,
as these two pronouns contrast only in their consonant roots n- vs. v-. The
final step is carried out on the basis of inter- and intra-paradigmatic
comparisons of inflected forms of the possessive pronouns nds ‘our’, vds
‘your’ with the corresponding (non-possessive) personal pronouns my ‘we’,
vy ‘you’. Pronouns my and vy have stems nd- and vd-, respectively, in all
cases with the exception of the nominative form. Therefore the final
segmentation is na-s-i-m-I.

3. In proper names, only inflectional affixes and productive derivational
suffixes are segmented. The remaining stems are not analysed
morphologically here (e.g., nominative singular Prah-a ‘Prague’, genitive
singular Prah-y; Pelegrin-ov-d — the female version of a surname with the
suffix -ov-; Fin-sk-o ‘Finland’ etc).

4. Particles and interjections in Czech are uninflected parts of speech with an
ambiguous delimitation and no consensus concerning their morphological
segmentation. We only segment those particles and interjections which are
morphologically transparent.

The texts under analysis were processed semiautomatically. Word forms were
morphologically segmented manually at their first occurrence. Thus, a dictionary of
morphologically segmented word forms was created. Then, a computer script® was
written, which found the segmentation in the dictionary at further occurrences of the
word forms.¢

The texts” which serve as our language material were taken from a corpus of
works by Czech writer Karel Capek (the corpus described in [25]). In particular, we
took five short stories (denoted as S1 — S5 below), five personal letters (L1 — L5),
and five studies on philosophy (P1 — P5).® The texts were transcribed in such a way
that the number of letters is equal to the number of phonemes the word consists of
(e.g. hoch ‘boy’ is transcribed as hox).

°> The script is written in Python. It is available upon request.

¢ The dictionary was enlarged every time the program encountered a hitherto unsegmented word
form.

7 Within our research framework, we prefer to work with texts rather than with corpora. At the
same time, we are convinced that both of these approaches are reasonable, and both have their own
advantages as well as limitations. See e.g. [21], [22], [23], and [24] for text vs. corpus discussions and
related topics.

8 The following texts were chosen: the first five short stories from the collection Povidky z druhé
kapsy, personal letters with numbers 749, 753, 755, 756, and 761 (as they are numbered in https://search.
mlp.cz/cz/titul/korespondence/43837/#book-content), and chapters one, two, three, four, and nine from
the study Pragmatismus.
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3 RESULTS

The mean morpheme lengths (expressed in the number of phonemes) in word
types of particular lengths (counted in morphemes) which occur in the texts under
analysis can be found in Tables 1, 2, and 3. As the mean is strongly affected by
extreme values if the sample size is small, we decided to pool the data so that the
minimum frequency in each category is ten.” In the pooled categories, word length is
represented by the weighted arithmetic mean of the pooled words, with length
frequencies serving as the weights.!” In the tables, WL denotes word length, MML
the mean morpheme length in words consisting of a particular number of morphemes,
and f7 the frequency with which particular word lengths occur in the texts.

The data were fitted to the MAL in form of (2), see Section 1. The fitness of the
model was evaluated in terms of the determination coefficient R*. The fit is usually
considered satisfactory if R*>0.9, see [27]. As in (2) it holds y(1)=a, the value of
the parameter a was set as the mean length (in phonemes) of monomorphemic words
in particular texts. We thus follow the approach applied to the relation between word
length and syllable length from [7]. The value of the parameter » maximizes the
determination coefficient.!! The values of the two parameters and R are also
presented in the tables.

S1 S2 S3 S4 S5
WL MML fir| MML fir| MML fr| MML frr| MML fr
430 | 145 | 3.82 | 117 | 3.61 115 | 3.76 | 159 | 3.65 | 127

1

2 2.39 | 261 2.41 213 | 2.36 | 200 | 2.46 | 342 | 2.33 | 260
3 1.92 | 259 1.89 | 210 1.92 | 244 1.94 | 400 1.88 | 270
4

5

1.80 | 199 [ 1.76 | 155 | 1.76 | 131 1.75 | 265 | 1.78 | 171
1.73 66 1.71 57 1.74 | 47 1.64 98 1.70 56
6 1.53 13
6.19 1.50 16
6.21 1.63 28
6.35 1.60 20
6.42 1.61 26

a 4.30 3.82 3.61 3.76 3.65
b -0.64 -0.55 -0.51 -0.54 -0.53
R? 0.941 0.959 0.973 0.973 0.968

Tab. 1. Word length (in morphemes) and morpheme length (in phonemes): short stories, word types

° The minimum frequency of ten is only a rule o thumb, see e.g., [11] and [26]. Another possibility
is to neglect the lengths with too low frequencies, see, e.g., [8].

' We demonstrate the pooling on the example of the first short story, see Table 1. There are 19 words
of length six, three words of length seven, and four words of length eight. Therefore, these word lengths are
pooled into one category, with the weighted mean being (19<6+3X7+4x8)/(19+3+4)=6.42. The
mean morpheme length is evaluated as the mean length of morphemes in all words from this category.

" The values of the parameter b were determined using NLREG software (www.nlreg.com).
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Ll L2 L3 L4 L5
R AN A AN R AN R AN AT AR
1 305 81 [298] 49 [3.17] 63 [264] 47 [3.12] 42
2 218 [ 132 [232] 79 [207] 107 [213] 82 [2.03] 76
3 185 [ 158 [1.83] 65 [181 [ 101 [1.85] 82 [1.76 | 69
4 177 [ 108 [ 1.86 | 45 [182] 70 [1.74] 37 [1.62] 36
5 1.62 | 36 1.73 | 25
5.18 158 [ 17
5.23 1.74 [ 40
5.24 1.61 | 25
617 | 1.73] 12
6.20 1.76 | 10
a 3.05 2.98 3.17 2.64 3.12
b -0.39 -0.38 -0.44 -0.31 -0.42
R 0.934 0.976 0.899 0.998 0.833

Tab. 2. Word length (in morphemes) and morpheme length (in phonemes): letters, word, types

Pl P2 P3 P4 P5
wL MM /- [mmi] o [mmi] o (s 5 [mami]
1 325 60 [3.07] 46 [417] 143 [368 ] 90 [3.00] 46
2 247 | 111 [225] 62 270 ] 184 [ 235 [ 205 [ 228 66
3 207 [ 121 [2.03] 62 [218] 165 [1.98 [ 232 [2.00] 82
4 1.93 | 111 [ 194 51 [199] 143 ]1.89] 220 [1.86 [ 49
5 1.84 | 79 [179] 41 [185] 90 [1.71 [ 142 [ 171 ] 23
6 1.85 | 21 1.73 | 61

6.36 1.85 | 39

6.52 1.75 | 27

7 153 | 11
714 [174] 14 157 | 28

a 3.25 3.07 4.17 3.68 3.00

b -0.35 -0.34 -0.52 -0.48 -0.35

R 0.967 0.955 0.965 0.947 0.995

Tab. 3. Word length (in morphemes) and morpheme length (in phonemes):
studies on philosophy, word types

The MAL expressed by formula (2) fits the relation between word length in
morphemes and the mean morpheme length in phonemes very well for 13 out of 15
texts under analysis. The fit for text L3 is practically on the threshold of 0.9. The
only exception with a low value of R? is text L5. However, this text contains only
258 word types (it is the shortest in our sample), and, moreover, there are exactly ten
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words (i.e., the minimum which is accepted) in the pooled category with the longest
words. If this criterion is made stricter and words with length five or more are pooled
into one category, the fit becomes acceptable, with R’=0.91. The relation between

word length and morpheme length is demonstrated also in Figure 1, where data for
text P1 (see Table 3) are used.

o
£ ™
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E
S _
2 ™
=1
2
o
E
S <
o o
E
|
_

1 2 3 4 5 6 7
Fig. 1. The MAL in text P1

One can see a different pattern of behaviour if word tokens (as opposed to word
types) are analysed (see data for short stories in Table 4). In some texts, the relation
between the mean morpheme length fluctuates, and one cannot speak about

a decreasing trend in general. In general, the MAL in the form given by (2) fails to
achieve an acceptable fit.'

S S2 S3 S4 S5
AR AN A AT A AR AN AR
1 244 [312] 233 [109] 2.74 235] 2.27 [122] 2.31 [ 118
2 1.90 [273] 2.11 J118] 1.83 [184] 1.94 [143] 1.81 [132
3 1.72 [229] 1.78 [ 80 [ 1.77 [138] 1.77 [105] 1.62 J108
4 174 [121] 184 [ s0[ 180 [74 [ 174 [37 [ 159 [ 42
5 1.57 | 40

5.20 1.72 | 45

522 1.61 | 18

523 1.61 | 26

615 | 1.72 |13

6.17 1.80 | 12

Tab. 4. Word length (in morphemes) and morpheme length (in phonemes): short stories, word tokens

12 The MAL in the form given by (1) fits the data for word tokens very well. However, using this
formula would mean fitting roughly five or six data points with a function with three uninterpreted parameters.
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This behaviour can be explained — admittedly, only speculatively for the time
being — as a display of a competition between two “language forces” represented by
the MAL on the one hand, and by the Zipf law of brevity on the other. According to
the latter, shorter units are preferred. If the law of brevity is valid also within words
of particular lengths (e.g., if words consisting of three shorter morphemes occur
more often than words with three longer morphemes), the MAL may (see, e.g., [17])
or may not (see, e.g., text S1 in Table 4) hold for word tokens, depending on how
strongly the law of brevity prefers shorter morphemes.

4 CONCLUSION

The presented results corroborate the validity of the MAL on new language
material. In addition, we are able to provide some hints towards an interpretation of
the parameters of the model."

First, the parameter a is the mean number of phonemes in monomorphemic
words in atext. The parameter b determines the steepness of the curve, which
corresponds to the rate of the shortening of the mean length of morphemes when
words get longer (the smaller the value of b, the steeper the curve). Moreover, the
values of @ and b strongly correlate with the number of types in a text (the values of
the Pearson correlation coefficient are 0.81 and -0.83, respectively), as well as with
each other (0.93). These findings are consistent with the behaviour of the length of
word types measured in syllables reported in [28] — the length of word types
increases with the increasing text length. The positive correlation between the values
of the parameter a and text length in word types indicates that the length of word
types in morphemes behaves analogously. On the other hand, the negative correlation
between the number of word types in a text and the value of parameter b suggests
that the mean morpheme length decreases (with the increasing length of word types)
more steeply in longer texts. The same interpretation of the parameters of the MAL
at the level word — syllable — phoneme in Czech prosaic texts (and much weaker
correlations in poems) can be found in [29].

A more precise and empirically based characterization of the interaction of the
MAL with other language laws (such as, e.g., with the law of brevity, as discussed in
Section 3) remains an open question for future research.

13 The results, of course, depend on the segmentation rules we applied. However, they mostly
follow the commonly accepted rules for the Czech language from [18] and [19], with the most important
modification being a deeper segmentation for pronouns. As pronouns are a closed class of words, and we
consider word types (and not word tokens), the change in their segmentation should not influence the
results too much. Nevertheless, an analysis of the impact of segmentation rules (the choice of which is
always at least partly subjective) can be an interesting topic for a future study.
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Abstract: This study aims at tracing a reallocation process of a grammatical feature
alongside the dialect-standard axis with the aid of corpus linguistics methods; more precisely
with an integrative application of quantitative and qualitative approaches. The phenomenon
under investigation is articles without the definiteness marker d- in German, usually ascribed
to the Bavarian dialect area. Analyses show, however, that this apparently dialectal feature
diffuses to other communication settings closer to the intended standard language use.
This process is accompanied by a refunctionalisation of reduced article forms, indicating
the relevance of language-internal relations for reallocation of grammatical features. The
methodical approach should be easily applicable to other variants and — as many European
languages show a diaglossic repertoire — relevant to other languages as well.

Keywords: reallocation, article system, Bavarian, dialect-standard axis

1 INTRODUCTION

In the vast majority of investigations dealing with the area of tension between
a dialect and the standard', the data often speak for a general tendency of dialect
reduction, levelling or loss, especially with regard to younger respondents [1]. Latest
research on youth languages or on urban communication in German also seem to
point in direction of a general (re-)standardisation tendency ([2], [3]). While the
quantity of dialect features subjected to reductive change may be reason enough to
assume a progressing limitation of dialect use, comparatively little attention has
been paid to less frequent, yet nonetheless existing, persistent features.” Within the
field of traditional dialectology, the difference between stability and change is
associated with primary and secondary dialect features: Secondary features remain
subconscious and are more stable, primary features are prone to change [5].

Whereas the approaches cited above discuss stability within one specific
variety, few studies focus on stable features diffusing alongside the vertical dialect-

! Dialect and standard language are understood here as two (solely conceptual/theoretic) poles of
a diaglossic continuum. This relation can be very specific with regard to the respective region (cf. the
language situation in Switzerland or South Tyrol).

2 Explaining the stability of forms which to a certain extent seem to be immune to linguistic
change is addressed by Weinrich/Labov/Herzog [4] under the heading of the “actuation problem”.
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standard axis, with special focus on dialect features transferred to vertically higher?
communication settings [6]. Expanding the traditional categorisation, such processes
should affect solely “tertiary features” [7] that are usually very persistent and due to
their low degree of salience” also easily transferable to more formal communication
settings evoking intended standard language use.’ This convergence may be
accompanied by at least partly modified pragmatic, sociostylistic, or (as will be
shown below) language-internal function of the original dialect features. With regard
to dialect contact situations, Britain and Trudgill [10] call this process “reallocation”.
Up to date, the focus of reallocation studies mainly lies on phonological phenomena,
whereas information on the behaviour of dialectal grammatical features diffusing
closer to the intended standard is still a desideratum [11]. As a consequence,
hypothesised reasons for such processes, elaborated on the basis of phonological
features, have a limited explanatory potential with regard to grammar. In other
words, the influence of social norms, identity building or unhindered communication
([12] and [7] amongst others) are arguably not so very well suited for explaining
tertiary grammatical features, considering their mostly obligatory, subconscious use
and low saliency.

2  APPROACHING REALLOCATION

Contrary to an extensive research on regional variation in general, empirical
tracing of grammatical reallocation processes is still scarce, at least with regard to
German. In-vogue methods in modern German dialectology like speech production
tests or verbal and matched guise techniques that rest on deductive testing of an
existing theory [13] are of limited use here, at least for two main reasons: (i) For
a full, usage-based understanding of apotential grammatical reallocation
phenomenon without considering a priori assumptions, a quantitative and
qualitative corpus analysis of free speech production is obligatory. Besides the
correlative-global data between the variable communication situation and the
variant in question, semantic and pragmatic aspects of its conversational local use
must be considered [14]. (ii)) With regard to the corpus design, it is crucial that it
reflects the horizontal (dialect) region(s), as well as the vertical (dialect-standard
axis) dimension.

The following corpus study aims at empirically approaching the grammatical
reallocation process. The linguistic features under investigation are the so-called
“unstressed articles” ([15], [16]) mostly ascribed to Bavarian dialects. They are used

3 The use of higher refers to the usual depiction of a vertical dialect-standard-continuum and does
not indicate any other biased evaluation.

4 For a discussion of the term saliency in sociolinguistics see [8].

> ,[TThe situation of an interview with an unknown researcher is clearly one in which it is
appropriate to use the standard.” [9]
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without the initial plosive d-, usually expressing definiteness of the associated noun,
reducing the article to the derivational suffix (encoding number and case).

(1) 0580 DoG: die miassen letztendlich Jas buach lesen
Standard German: die miissen letztendlich das buch lesen
they need in the end the book read

‘they need to read the book in the end’

The use of these reduced articles in dialectal speech seems to be highly frequent
yet unsystematic®, an observation which shell be scrutinized with regard to the
vertical dialect-standard axis.

2.1 Data

The aim of the following corpus analysis is to trace potential diffusion processes
alongside the dialect-standard axis in German with special focus on the dialect
regions of Austria. These southern parts of the coherent German-speaking area are
mostly characterised by a small-scale complex structure of dialects (cf. figure 1) and
a dense diaglossic spectrum of variants’ making for an ideal area of investigation
regarding vertical reallocation processes. The data rest on acorpus of spoken
language recorded in course of a Special Research Programme (SFB) “German in
Austria. Variation — Contact — Perception™ (DiO). Project part 03 (“Speech
repertoires and varietal spectra”) focusses on rural areas of Austria, recording
speakers in up to seven different settings. For the present study, the focus lies on data
of 44 autochthonous speakers (20-30 years old®), each of them born in an Austrian
village (13 research locations in total, see figure 1) and still living predominantly
there or nearby. The probands were recorded in two different conversion settings to
trace their intra-speaker variation spectrum: In a rather formal interview setting, the
probands were prone to their (intended) standard language use, whereas
a conversation among friends in absence of the interviewer triggered their most
informal (dialectal) speech production. The specific corpus design is thus well suited
for research questions touching upon the parameters of age, gender, degree of
formality (correlated with closeness/distance to the intended standard language use)
and region. For each of the dialect regions displayed in fig. 1, six to eight hours of
speech recordings were analysed which makes for a total of 32 hours of interviews

¢ For a discussion of the phenomenon in Bavarian itself and regarding its unclear distribution cf.
[15].

" The only exception from this general tendency is the westernmost part of Vorarlberg arguably
showing a tendency toward a diglossic functional separation between the use of Alemannic dialect and
standard German (see below).

8 For an extensive discussion of the SFB cf. [17].

° For the relevance of a comparison with older speakers see chapter 3.
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and 34 hours of conversations among friends. If not indicated otherwise, the
following observations are limited to the analysis of the article inflection nominative
singular neuter. The definite article das is the most frequent in the corpus and its
analysis thus promises the highest degree of reliability.'°
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Fig. 1. Dialect areas in Austria and research locations (triangles) [19]

2.2 Preliminary results

The informal communication setting eliciting dialect use displays — as expected
— very high relative frequencies of reduced article forms in nominal phrases in all of
the analysed dialect regions. The ratios in the respective areas are surprisingly stable
with a share of around 50% of reduced forms in most regions. Also, the Chi-squared
test gives the p-value of 0.2256, which indicates that generally there is no significant
difference in the data. The only outlier is the South/Central Bavarian transition area
with a ratio of over 64% of reduced article forms.

east-central | south-central south alemanpic/ alemannic
bavarian
abs.| rel.| abs.| rel abs.| rel.| abs.| rel.| abs.| rel
reduced 115 50 147 64 96 51 18 54 35 50
non-reduced 114 50 83 36 93 49 39 46 35 50
> 229 230 189 57 70

Tab. 1. Absolute/relative frequencies of reduced/full article forms in the respective dialect regions
in informal communication settings

' The comparatively high frequency of reduced das-forms certainly also has phonetical-
phonological reasons, a phenomenon I cannot go further into here, see however [18].
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Furthermore, the data seem to confirm the observations in previous studies ([18],
[20]) that the deletion of the definiteness marker d- does not follow any systematic
regularity: It appears in all contexts, also in those only full forms would be acceptable
in standard language use, inter alia expressing situation-deictic reference (2), as well as
demonstrative (3) or anaphoric reference (4):

(2) 0206 nehma s_ndgste karterl liawa ne?
take we the next card rather not?
‘let’s rather take the next card, shell we?’

(3) 0471 besonderes wort im dialekt (()) oachkatzlschwoaf
‘special word in [your] dialect (()) tail of a squirrel’

0491 jo es wort  is cool
‘yes this word is cool’
4) 0027 is madl wor holt imma so  vul gestresst
‘this/the girl was  just always so  extremely stressed out

The localisation of specific definite reference objects [21] should generally favour
the use of full article forms in these contexts, thus dropping of the definiteness marker d-
in contexts such as (2)—(4) contradicts the central function of definiteness. The seemingly
chaotic use and the high frequency of reduced articles in dialect use have led authors to
argue for a revocation of the German article system in general with advanced stages in
some dialects indicating the progressing loss of definite articles ([18], [20]).

Looking at the interview setting, the quantitative analysis of these formal
communications clearly shows a decline of reduced article forms with a ratio of around
30% in most dialect regions (see table 2). Two regions, however, stand out: The South/
Central transition area, again with a higher ratio of 49%, and the Alemannic dialect
region of (most parts of) Vorarlberg, with only 18% of all nominal phrases showing
reduced articles. This last point suggests that the growing diglossic relations between
dialect and standard in the westernmost parts of Austria arguably cause a shift to
standard-close variants, rendering the communication comparatively less influenced
by (Alemannic) dialect features.!" Contrary to the data of the informal setting, these
differences are highly significant with p=0.0001501.

East-Central | South/Central South Alemannic/ | Alemannic
Bavarian Bavarian Bavarian Bavarian
abs.| rel. abs. rel. abs.| rel.| abs.| rel.| abs.| rel
reduced 53] 31 81| 49 62| 30 9| 31| 24| 18
non-reduced 116 69 86| 51| 143] 70| 20| 69| 109 82
> 169 167 205 29 133

Tab. 2. Absolute/relative frequencies of reduced/full article form in the respective dialect regions
in formal communication settings

' For a discussion of the complex dialect-pragmatic status of Vorarlberg see [22].
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Apart from the expected decline of dialect features in formal communication
settings accompanied by less frequent use of the reduced articles, it is surprising that
in most regions still 30% of all nominal phrases — in the South/Central transition
area even half! — are used with reduced articles. To probe into this outcome, the
quantitative results were complemented with a conversational local analysis focusing
on the functional value of the reduced article forms in formal communication
settings. Qualitative analyses strikingly show that articles without the definiteness
marker d- mainly appear in formal communication settings if and only if they refer
to an abstract, non-localizable or exclusive entity. Thus, they do not fulfil the core
function of definiteness as they express what Agel [23] calls “reine Aktualisierung”
‘sheer activisation’ of a concept without a deictic pointing relation. In other words:
Contrary to the unsystematic use in dialect communication, in communication
settings closer to the intended standard language, reduced articles are refunctionalised
as means of expressing grammatical (inflectional) information without giving
indication of localizing a limited, hence definite, entity. The examples (5)—(7)
illustrate 96% of all cases without d- not containing any definite, let alone
demonstrative, reference (see table 3). This functional preference explains their
significantly frequent collocation with abstract nouns, unique nouns or nominalized
adjectives as the latter are not prototypically associated with concrete localisation or
limited reference.

non-deictic | deictic/demonstrative
reduced 96.06 3.94
non-reduced 40.08 59.92

Tab. 3. Absolute/relative frequencies of reduced/full article form in the respective dialect regions
in formal communication settings

(5) 024  ispositive an dem dialekt is
the positive with the dialect 1is’
‘the positive side of the dialect is...’

(6) 0245 des is bei wuns as schifahrn
this is for us skiing
“for us it is skiing’

(7) 0029 i hob eben afoch net is gfii dass
I have just simply not the feeling that
‘I just do not have the feeling that...’

This clear tendency for reduced articles to appear with non-deictic, non-
demonstrative referents is not to say, however, that this semantic group of nouns is
never used with full article forms (see table 4) nor that concrete nouns never appear
with reduced articles. To reveal their status as refunctionalized features, the following
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analysis is limited to abstract nouns to shed light on their functional value in
a specific context: Articles without the definiteness marker d- are predominantly
used with reduced article forms in formal communication settings, rendering their
ratios in every region significantly higher in comparison to table 2 (see table 4).

East-Central | South/Central South Alemannic/ | Alemannic
Bavarian Bavarian Bavarian Bavarian
abs. rel. | abs. rel. | abs. rel. | abs. rel.| abs. rel.
reduced 92 67| 115 74| 33 51| 16 89| 33 67
non-reduced 46 33| 41 26| 16 33 2 11 16 33

Tab. 4. Absolute/relative frequencies of reduced/full article form in the respective dialect regions
in formal communication settings with restriction to abstract nouns

Particularly noticeable are the increased ratios in the Alemannic region (see
also chapter 3). It shows the clearest picture with reduced article forms, generally
being scarce in formal communication settings, their use with abstract nouns
however is comparable to the other areas. The diagrams in figure 2 summarize the
significant effects the limitation to functionally relevant contexts have on the
evaluation of the status of reduced article forms as reallocation phenomena. With
p-values ranging from p=0.0004874 (South/Central Bavarian) to p=7.393e-07 (East-
Central Bavarian) the differences resulting from the limitation on abstract nouns
prove to be highly significant in all regions.

3 CONCLUSION

The conducted study reveals substantial differences in the use of article forms
without the definiteness marker -d in dialectal speech compared to communication
settings closer to the intended standard language use. Research on this feature so far
ascribes it a rather unsystematic, yet frequent use, which has led some authors to
extrapolate the ongoing revocation of the article system. Instead of assuming such an
erosion or future loss, a more detailed quantitative and qualitative analyses suggest
that whereas reduced articles in fact seem to be used in dialectal communication
rather unsystematically, they show a significant functional value in intended standard
language use. Their surprisingly high frequency in formal communication settings,
and especially their collocation with nouns referring to non-deictic/demonstrative
referents, in fact speak for an ongoing reallocation process of a dialect feature
accompanied with functional differentiation. It seems that newly developed functions
of grammatical, “tertiary” [7] phenomena like the one discussed above rather touch
upon inner-linguistic structural or functional relations than upon sociostylistic or
allophonic reasons [10]: Grammatical vertical diffusion processes are arguably
enhanced when they offer a systematic benefit.
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Finally, some qualifying point must be mentioned: Certainly, a range of follow-
up-studies are necessary to confirm these observations with other inflectional forms
of the article, with other semantic groups of nouns, with other dialect areas and —
especially — with other age groups. With regard to that last point, a real- or apparent-
time study could shed light on the question if the specific use of reduced articles in
formal settings in fact indicates ongoing language change. Pilot studies regarding the
age factor seem to confirm the status of reduced article form as reallocation
phenomena; their collocation with unique nouns also underpins the findings with
abstract nouns, the results of which I cannot demonstrate here for reasons of space.
Nevertheless, the findings presented here have shown that it is not always the
commonly assumed levelling and simplification processes of dialect features and
their decline in favour of variants closer to the standard-pole that cause a change in
the variant spectrum. An added functional value and low saliency of a (tertiary)
dialect feature may pave the way for reallocation processes that are traceable with
differentiated quantitative and qualitative corpus-linguistic methods.
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Abstract: Complex adverbial prepositions with spatial meaning have not been
sufficiently studied so far in Czech. To establish a set of these expressions in their actual
usage, the resources of the Czech National Corpus were used in this study. The research has
shown that the SYN2020 corpus is a relevant tool for searching for two-word expressions with
a LOCATIVE ADVERB — SIMPLE PREPOSITION structure that have the same function
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data using corpus tools. As a result of the research, a list of expressions that are presumably
complex prepositions is provided.
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1 INTRODUCTION

The article deals with the use of the Czech National Corpus (CNC) in the study of
two-word expressions that have a LOCATIVE ADVERB — SIMPLE PREPOSITION
structure and can function as a complex preposition with spatial meaning. In Czech
linguistic literature, only four adverbial complex prepositions with spatial meaning are
described, or at least mentioned: stranou od ‘aside from’ ([1], [2], [3], [4], [5]), daleko
od ‘far from’ [3]; napravo od ‘to the right of” and nalevo od ‘to the left of” [1]. Since
anumber of these units are detected and described in other Slavic languages (see the
next section), it can be assumed that these complex prepositions also occur in Czech
but have not been studied yet. Cf. the explanatory dictionary of Belarusian prepositions
[6] that presents alist of “adverbial-prepositional constructions that function as
prepositions” consisting of 127 units, 94 of which have a spatial meaning [6, pp. 165—
166].

Since this type of complex prepositions in Czech has not been sufficiently covered
in linguistic literature, the study was focused on the search for these complex units in
actual language use, namely in a language corpus. The search was carried out on the
SYN2020 corpus that is a 100m representative corpus of contemporary written Czech
available within the CNC project [7].
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This paper describes the extraction of statistically significant ADVERB —
PREPOSITION combinations from the corpus using such corpus tools as advanced
queries, positive/negative filters, frequency distribution, collocation candidates,
association measures (T-score, MlI-score, logDice), etc. The extracted combinations
are non-random from statistical point of view and can be considered candidates for
prepositionalization due to their fixity, idiomaticity, and frequency.

The expressions with the ADVERB — PREPOSITION structure have been
already discussed in a 1977 article by Kroupova [8] as having the potential for
prepositionalization. At the present day, we can evaluate these expressions in the
light of corpus data.

2  THEORETICAL BACKGROUND

The present paper is mainly inspired by the following motivations:

1) Czech adverbs, as well as complex prepositions, are insufficiently covered in
linguistic literature.

As for adverbs, only a few pages are devoted to their general description in
Czech grammars (see [3], [9], [10], [11]). Moreover, the grammars focus mainly on
description of adverb formation and degrees of comparison of adverbs. However, for
example, the valence properties of adverbs have not been studied in detail [12],
neither the limits of this word class, and the recognition criteria for adverbialization,
too, remain terra incognita ([13], [14], [15]).

As for Czech complex prepositions, the monographs [1] and [5] make
a significant contribution to their description. Nevertheless, these works primarily
focus on the description of prepositional expressions that are derived from nouns, cf.
the lists of prepositions represented in [1, pp. 323-333] and in [5, pp. 39-49]. The
Czech prepositional system, taken as a whole, does not have yet a comprehensive
linguistic description at the level of a monograph. Besides, there is no dictionary of
Czech prepositions and prepositional expressions, while there are, for example,
dictionaries of Ukrainian, Belarusian, Russian, Polish prepositions, and their
analogues ([6], [16], [17], [18], [19]).

2) The study of complex adverbial prepositions, which are a neglected area of
Czech grammar, can contribute to the lexical database of the LEMUR project [20].

The main task of this project is to create a new electronic linguistic resource,
namely a database of Czech multiword expressions, which will subsequently be
useful for many reasons, e.g., for teaching Czech as a foreign language, for
lexicography, for the creation and improvement of natural language automatic
processing tools ([20], [21], [22]). In this database, Czech multiword expressions
will be presented and comprehensively described. The project also develops
a typology of these units, in which complex prepositions are considered one of the
syntactic types of Czech multiword expressions [22, p. 44].
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3 DATA EXTRACTION FROM THE SYN2020 CORPUS

3.1 Methods of prepositionalization candidates extraction from the corpus

When we use representative SYN-series corpora [23], we must remember that
these corpora contain not only original Czech texts but also texts translated into
Czech from other languages.' Thus, to exclude the influence of a source language on
the results of the present study, a subcorpus within the SYN2020 corpus was created
consisting only of original Czech texts (size in tokens ca. 80m).

In this subcorpus, the search was carried out through the following advanced query:
[tag="D.*”|[tag="R.*”]. It means that all the possible ADVERB — PREPOSITION
combinations which occur in the corpus were searched.? As a result, a concordance
spanning 474.254 hits was generated.

The next step was to obtain a frequency list of combinations that were found.
To make the frequency list, the menu item Frequency (Frequency Custom... >
Frequency distribution) was used. The resulting list consisted of more than 20
thousand combinations arranged in descending order of their absolute frequency.

Since there is no semantic annotation in the SYN corpora, combinations with
spatial meaning were selected manually from the list. The selection was made from
the first thousand most frequent combinations. In a future study, this sample can be
expanded to include less frequent combinations that have a rank higher than 1000.

3.2 Methods of quantitative data collection

After extracting data on the absolute frequency of the ADVERB -
PREPOSITION combinations (see above), their relative frequency was calculated,
i.e., a correlation between the absolute frequency of the entire combination and that
of its adverb.? A relative frequency that is above average can be considered as a sign
of stability of a given combination, cf. [1, p. 50].

In addition to the data on the absolute and relative frequency of the expressions
studied in this paper, their statistical values were also analysed. For this purpose,
using the menu item Collocations, collocation lists for the locative adverbs that are
members of these expressions were obtained. The span of collocations was restricted
to the first position to the right from a key word (a locative adverb). From the

' On the language of translations into Czech (see [24], [25], [26]); on the specialized JEROME
linguistic corpus for analysing translated Czech, see [27].

2 Previously, a similar search was carried out for denominal complex prepositions on the SYN2000
corpus by Blatna [1, p. 11]. Cf., the use of the p-collocation tool to search for Czech verbal participles as
candidates for prepositionalization by Richterova [28].

3 In other words, for each combination under study, it was checked how many times the adverb has
occurred in the corpus and how many times the corresponding ADVERB — PREPOSITION combination
has occurred in the corpus. Then, the percentage was calculated using a simple mathematical formula:
Rel. freq.= A x 100 + B, where Ais the absolute frequency of the combination, B is the absolute
frequency of the adverb that is a component of this combination.
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collocation lists, simple prepositions were selected and data on the association
measures (MI, T-score, logDice)* of the LOCATIVE ADVERB - SIMPLE
PREPOSITION collocations were extracted.

Association measures help to identify which co-occurrences of words in
a corpus are regular and non-random, namely from the point of view of statistics.
This means, in terms of the ratio of the number of occurrences of collocations to the
number of occurrences of their components taken separately and to the total number
of all words in a corpus, see [29, pp. 103—-105].

In the present study, it is assumed that the higher the measures of the statistical
association between a locative adverb and a simple preposition, the more likely it is
that the collocation is not a free combination of words but a fixed multiword
expression that has the same function as a simple preposition.

At the next stage, the data of all the analysed combinations were compared
relative to each other. As aresult, it was revealed which of the combinations are
statistically significant and hence can be considered potential complex prepositions.
According to Petkevic et al. [22], complex prepositions show the so-called statistical
idiomaticity, which means that these expressions are usually not semantically idiomatic
but have an above-average frequency and a restricted collocability [22, p. 52].

4 RESULTS

In the subcorpus of original Czech texts (size in tokens ca. 80m), which was
created within the SYN2020 corpus, 20.072 ADVERB - PREPOSITION
combinations were found.

In the top ten most frequent combinations, there are two expressions that are
already considered as complex prepositions in linguistic literature. These are spolu
s ‘together with’ (rank 2) and spolecné s ‘jointly with’ (rank 7).° See Fig. 1.

From the first thousand items of this frequency list, combinations with locative
adverbs were manually selected: 61 expressions in total. The most frequent
expressions are the following ones (their absolute frequency is given in brackets):
daleko od ‘far from’ (779), blizko k ‘close to’ (371), hluboko do ‘deep into’ (353),
vysoko nad ‘high above’ (317), severne od ‘north of” (317), daleko za ‘far behind’
(298), jizné od ‘south of” (292).

Some expressions are clearly distinguished from the other ones in terms of their
relative frequency. This is a group of expressions that are used to refer to a location
according to the cardinal direction (north, east, south, or west). These are the
following ones: severovychodné od ‘northeast of’, severozdapadné od ‘northwest of”,

4 For what these statistical measures mean and how they are calculated, see the corpus wiki
accessible at: https://wiki.korpus.cz/doku.php/pojmy:asociacni_miry.

*> The expression spolu s ‘together with” is considered as a complex preposition in [1], [2], [3], [8],
[91, [10], [30]; spolecné s ‘jointly with’—in [1], [2], [5], [30].
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Jjihovychodné od ‘southeast of’, jihozapadné od ‘southwest of”, vychodné od ‘east
of”, severné od ‘north of’, jizné od ‘south of’, zapadné od ‘west of’, which have
a relative frequency of 82 to 92 %.

kon text Query Corpora Save Concordance Filter Frequency Collocations View Help

Corpus: syn2020 / SYN2020CZ | Query: D.*, R.* (474,254 hits)
Frequency list

1 7402 p
Minimum frequency: 1

Total: 20,072 items (402 pages)

Filter word lemma Freq

1 p/n uz v 9864 I
2  pin spolu s 8805 I
3 p/n jen na 6103

4 | p/n jen v 5669

5 p/n také v 5414 TR

6 p/n jen o 5267 N

7 p/n spoleéné s 5033

8 1p/n |jiz v 4795

9 p/n  take na 4070
10 p/n  jesté pred 3616 N

Fig. 1. The beginning of the frequency list of the ADVERB — PREPOSITION combinations

For example, the adverb severovychodné ‘northeast’ occurs in the subcorpus
86 times in 48 texts. However, in 79 cases, it co-occurs with the preposition od ‘of”,
as in example (1) below, which is 92 % of the total number of the occurrences of the
adverb in the subcorpus.

As for collocates on the right, the combination severovychodné od ‘northeast
of” co-occurs exclusively (a) with toponyms, e.g., Brno ‘Brno’, Bratislava
‘Bratislava’, Krakov ‘Krakow’, Japonsko ‘Japan’, Beringovy uziny ‘Bering straits’,
etc., 67 % of all the cases, or (b) with nouns referring to a place or an object in space,
e.g., obec ‘municipality’, vesnice ‘village’, mésto ‘town’, kostel ‘church’, ndadrazi
‘station’, etc., 33 % of all the cases.

As for collocates on the left, the combination severovychodné od ‘northeast of”
does not show the restricted collocability. In addition, it can be used as an element of
an adverbial modifier separated by commas, as in example (2) below.

(1) Farma lezi severovychodné od Pekingu a je nejvétsim zarizenim svého druhu

v Asii. “The farm is located northeast of Beijing and is the largest facility of its
kind in Asia.’
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(2) Na polich kolem Ovcar, severovychodné od Kolina, miizeme idnes najit
valouny chalcedonu, jaspisu i kiemene, pochazejicich rovnéz z labskych teras.
‘In the fields around Ovcary, northeast of Kolin, we can still find boulders of
chalcedony, jasper and quartz, which also come from the Elbe terraces.’

Moreover, the combination severovychodné od ‘northeast of” has a high
association measure MI-score: 9.402. The other combinations of this semantic group
(severozdpadné od ‘northwest of”, jihovychodné od ‘southeast of”, jihozdpadne od
‘southwest of”, vychodné od ‘east of’, severné od ‘north of’, jizné od ‘south of”,
zapadné od ‘west of”) also have MI > 7. Note that the boundary MI = 7 is considered
relevant for systemic collocations [31]. Thus, from statistical point of view, these
word combinations are systemic, fixed, and non-random.

The statistical data of all the combinations were summarized in one table and
sorted by MI (from the highest to the lowest value). A fragment of the table (its
beginning) that includes combinations with MI > 7 is presented in Table 1, where
Rank is the position of the combination in the frequency list of bigrams [tag="D.*"’]
[tag="R.*”] sorted by their absolute frequency in descending order; Abs. freq. is the
absolute frequency of the combination in the subcorpus, Rel. freq. is the percentage
ratio of the absolute frequency of the combination to the absolute frequency of the
adverb that is the left component of the combination.

Rank |Combination Abs. | Rel. MI | T-score |logDice
freq. |freq., %

976 nizko nad 75 14,8 10.743 8.655 5.810
‘low above’

259 vysoko nad 317 18,5 10.445 17.792 7.873
‘high above’

422 vychodné od 190 89,2 9.415 13.764 5.146
‘east of”

938 severovychodné od 79 91,9 9.402 8.875 3.881
‘northeast of”

285 Jjizné od 292 83,9 9.389 17.063 5.765
‘south of”

260 severné od 317 86,6 9.384 17.778 5.883
‘north of”

419 zapadné od 192 82,4 9.379 13.836 5.161
‘west of”

953 severozdpadné od 77 90,6 9.365 8.762 3.844
‘northwest of”

305 hluboko pod 274 18,5 9.346 16.528 7.425
‘deep below’

877 Jihovychodné od 84 89,4 9.276 9.150 3.969
‘southeast of”
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Rank | Combination Abs. | Rel. MI | T-score |logDice
freq. |freq., %

981 Jihozapadné od 75 89,3 9.274 8.646 3.806
‘southwest of”

827 napravo od 90 22,9 9.202 9.471 4.069
‘right of”

597 nedaleko od 132 23,3 8.975 11.466 4.621
‘not far from’

84 daleko od 779 8,9 8.328 27.824 7.169
“far from’

856 dole pod 87 3,2 8.268 9.297 5.779
‘down below’

766 vpravo od 97 3,6 7.961 9.809 4.175
‘right of”

213 blizko k 371 12,1 7.896 19.181 5.132
‘near to’

978 vilevo od 75 2,5 7.487 8.612 3.804
‘left of”

Tab. 1. Quantitative data of the LOCATIVE ADVERB — SIMPLE PREPOSITION combinations
that have MI > 7

In a future study, the combinations as used in the corpus will be analysed in
terms of their semantics, collocability, and syntactic behaviour. The qualitative
analysis will help to establish (a) which of them are actually used as complex
prepositions, (b) under what conditions they have a prepositional function, (c) at
what stage of prepositionalization they currently are.

S  CONCLUSION

The present study has shown that the search and statistical tools of the SYN2020
corpus are appropriate to detect the ADVERB — PREPOSITION expressions that are
presumably used as complex prepositions with spatial meaning. The quantitative
data extracted from the corpus serve primarily as an indicator of the fixity, regularity,
and non-randomness of these expressions, which allows them to be detected.

Nevertheless, it should be noted that the quantitative data alone are not
sufficient to claim that the expressions investigated in the present paper are
prepositions. For this purpose, it is necessary to develop a special methodology that
will be based on a close qualitative analysis of their actual usage. There are already
some developments for recognizing the prepositional function of Czech denominal
expressions, see [1] and [5]. However, the specific features of an adverb as a part of
speech (the indeclinability, the heterogeneity of this word-class in terms of origin,
semantics, syntactic functions, etc.) require specific analysis methods, which have
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not

yet been developed for the Czech language. The development of such

methodology will be a task for further research.

432

References

Blatna, R. (2006). Viceslovné ptedlozky v soucasné cestiné. Praha: NLN, Nakladatelstvi
Lidové noviny, 351 p.

F. Cermaék, J. Hronek and J. Macha¢ (eds.). (1988). Slovnik &eské frazeologie a idiomatiky:
Vyrazy neslovesné. Praha: Academia, 511 p.

Karlik, P., Nekula, M., Rusinova, Z., and Grepl, M. (2012). Pfiruéni mluvnice ¢e$tiny. Praha:
NLN, Nakladatelstvi Lidové noviny, 799 p.

M. Komarek, J. Kofensky, J. Petr and J. Veselkova (eds.). (1986). Mluvnice CeStiny 2:
Tvaroslovi. Praha: Academia, 536 p.

Kroupova, L. (1985). Sekundarni piedlozky v sou¢asné spisovné &eiting. Praha: Ustav pro
jazyk &esky CSAV, 155 p.

Suba, P. (1993). Tlumagalny slounik belaruskich prynazounikau. Minsk: Narodnaja asveta,
168 p.

Kien, M., Cvrcek, V., Henys, J., Hnatkova, M., Jelinek, T., Kocek, J., Kovarikova, D.,
Kiivan, J., Mili¢ka, J., Petkevi¢, V., Prochazka, P., Skoumalova, H., Sindlerova, J., and
Skrabal, M. (2020). SYN2020: reprezentativni korpus psané Gestiny. Ustav Ceského
narodniho korpusu FF UK, Praha. Accessible at: http://www.korpus.cz.

Kroupova, L. (1977). Dalsi sporné pripady sekundarnich predlozek. In Nase fec¢, 60(2),
pages 68-75.

Cechova, M., Dokulil, M., Hlavsa, Z., Hrbagek, J., and Hruskova, Z. (2011). Cestina — fe&
a jazyk. Praha: SPN — pedagogické nakladatelstvi, 442 p.

Sticha, F. et al. (2018). Velka akademicka gramatika souasné &eitiny. I(1). Praha: Academia,
763 p.

Sticha, F. et al. (2013). Akademicka gramatika spisovné &etiny. Praha: Academia, 974 p.

12] Slama, J., and Stépankova, B. (2019). On the Valency of Various Types of Adverbs and Its

Lexicographic Description. In Jazykovedny Casopis (Philological Journal) [Online], 70(2),
pages 158-169.

Vondracek M. (2020). Vyrazy typu béda z pohledu slovnédruhového. In Lingvistika —
Korpus — Empirie. Praha: Ustav pro jazyk Gesky, pages 93—-102.

Vondracek, M. (2018). Slovnédruhové piechody, spornd slovnédruhova klasifikace. In F.
Sticha et al., Velka akademicka gramatika soucasné &estiny. I(1). Praha: Academia, pages
100-107.

Vondracek, M. (1999). Piislovce a ¢astice — hranice slovniho druhu. In Nase fe¢, 82(2),
pages 72-78.

Zagnitko, A., Daniluk, 1., Sitar, G., and Sukina, 1. (2007). Slovnik ukrajinskich prijmennikiv.
Sucasna ukrajinska mova. Doneck: TOV VKF “BAO”, 416 p.

Kanjuskevi¢, M. (2008). Belaruskija prynazouniki iich analahi. Hramatyka realnaha
uzyvannja. Materyjaly da slounika. Hrodna: HrDU, 492 p.

Vsevolodova, M., Vinogradova, E., and Caplygina, T. (2018). Russkie predlogi i sredstva
predloznogo tipa. Materialy k funkcionalno-grammaticeskomu opisaniju realnogo
upotreblenija. Moskva: URSS, 800 p.



[19]

(20]

(21]

[22]

[29]
(30]

[31]

Lachur, Cz. (2019). Polskie przyimki wtorne i jednostki o funkcji przyimkowej w uzyciu
realnym. Materiaty do stownika (w zestawieniu z jezykiem rossijskim). Tom 1. Kepa, 425 p.
Hnatkova, M., Jelinek, T., Koptivova, M., Petkevi¢, V., Rosen, A., Skoumalova, H., and
Vondficka, P. (2019). Lexical database of multiword expressions in Czech. In V. Zakharov
(ed.), Trudy mezdunarodnoj konferencii “Korpusnaja lingvistika — 2019”, St. Petersburg:
Saint Petersburg University Press, pages 9—16.

Hnatkové, M., Jelinek, T., Koptivova, M., Petkevi¢, V., Rosen, A., Skoumalova, H., and
Vondficka, P. (2018). Lepsi vrabec v hrsti nezli holub na stese. Viceslovné lexikalni jednotky
v Cesting: typologie a slovnik. Korpus — gramatika — axiologie, 9(17), pages 3-22.

Petkevié, V., Kopfivova, M., Hnatkova, M., Jelinek, T., Kopfiva, P., Rosen, A., Skoumalova,
H., and Vondficka P. (2020). Typologie viceslovnych jednotek v Ce$tiné a frekvencni
zastoupeni jejich hlavnich vlastnosti v zanrové vyvazeném korpusu. In Studie z aplikované
lingvistiky/Studies in Applied Linguistics, 11, pages 37-62.

Hnatkové, M., Kien, M., Prochdzka, P., and Skoumalova, H. (2014). The SYN-series corpora
of written Czech. In Proceedings of the Ninth International Conference on Language
Resources and Evaluation (LREC’14), Reykjavik: ELRA, pages 160—164.

A. Cermakova, L. Chlumskd and M. Mala (eds.). (2016). Jazykové paralely. Praha:
Nakladatelstvi Lidové noviny, 290 p.

Chlumska, L. (2017). Prekladova Cestina a jeji charakteristiky. Praha: Nakladatelstvi Lidové
noviny, 149 p.

Chlumska, L., and Richterova, O. (2014). Piekladova cestina v korpusech. In Nase fec,
97(4-5), pages 259-269.

Chlumska, L. (2013). JEROME: jednojazy¢ny srovnatelny korpus pro vyzkum prekladové
gestiny. Ustav Ceského narodniho korpusu FF UK, Praha. Accessible at: http://www.korpus.cz.
Richterova, O. (2016). Identifikace posunti ve slovnédruhové pfislusnosti: nejen na
paralelnich korpusech. In A. Cermékova, L. Chlumskd and M. Mal4 (eds.), Jazykové
paralely. Praha: Nakladatelstvi Lidové noviny, pages 95—144.

Cermék, F. (2017). Korpus a korpusové lingvistika. Praha: Univerzita Karlova, nakladatelstvi
Karolinum, 268 p.

Cvrcek, V. et al. (2015). Mluvnice soucasné cestiny 1. Jak se piSe a jak se mluvi. Praha:
Univerzita Karlova v Praze, nakladatelstvi Karolinum, 416 p.

J. Kocek, M. Kopfivova and K. Kudera (eds.). (2000). Cesky narodni korpus: Uvod
a prirucka uzivatele. Praha: FF UK v Praze, 156 p.

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 433



§ sciendo
DOI 10.2478/jazcas-2021-0040

THE STUDY OF VALENCY IS BIASED TOWARD MORE FREQUENT
VERBS: A CORPUS STUDY OF THE VALENCY OF LESS FREQUENT
VERBS IN CZECH

JAKUB SLAMA
Czech Language Institute, Czech Academy of Sciences, Prague, Czech Republic

SLAMA, Jakub: The study of valency is biased toward more frequent verbs: A corpus
study of the valency of less frequent verbs in Czech. Journal of Linguistics, 2021, Vol. 72,
No 2, pp. 434 — 443.

Abstract: Theories of valency and valency dictionaries are inevitably and
understandably based on the valency behavior of frequent verbs. This paper scrutinizes 154
low-frequency Czech verbs and argues that they demonstrate that Czech verbs are more
malleable in their valency behavior than suggested by the literature. It is argued that this fits
better within a constructionist approach to valency rather than a lexicalist one. Furthermore,
the paper illustrates two alternations, previously unrecognized for Czech as semantic
diatheses, namely the causative-inchoative alternation and the Agent-Means alternation.

Keywords: valency, valency alternation, causativity, frequency

1 INTRODUCTION!

What we (think we) know about valency (in Czech) is somewhat biased toward
more frequent verbs. Valency theories are based on examples featuring frequent
predicates, and valency dictionaries understandably describe the valency behavior of
the most frequent verbs (or words of other parts of speech, which are not the focus
here, however). If we examine the behavior of less frequent verbs, we might
encounter phenomena which might present difficulties for the traditional approaches
to valency; consider, e.g., the following examples of the metaphorical sense of the
infrequent verb hypertrofovat, roughly corresponding to ‘grow’:

(1) Tento trend hypertrofuje zejména v poslednich deseti letech. (syn v8 [1])
“This trend has been growing especially in the last ten years.’
(2) Komplikuji a hypertrofuji legislativu. (syn v8)
‘They are complicating the legislation and making it (grow) too complex.’
(3) Ten hypertrofoval v podobu, kterou nelze financné udrzet. (syn v8)
‘It grew into a form that is impossible to sustain financially.’

' Twould like to thank Vaclava Kettnerova for her comments concerning the valency frames and
alternations discussed in the paper.
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(4) Tuhle svoji détskou touhu jsem hypertrofoval do téhle chalupy. (syn v8)
‘I transformed this childhood dream of mine into this cottage.’

The traditional approach is to say that since we are dealing with multiple
(presumably four) different valency frames, we are dealing with multiple senses of
the verb. However, this is a prime example of what has been described as the
polysemy fallacy, that is, of viewing contextually-bound uses of a lexical item as
instances of polysemy [2, p. 63]. Even more problematically, the reasoning is
cyclical [3, p. 10], as it would have us believe that we are dealing with four different
valency frames precisely because we have four different senses of the verb, while
deducing the four senses of the verb on the basis of its use in four different valency
frames. Furthermore, the idea that using the same verb in different valency frames
(as, e.g., in the locative alternation) leads to polysemy has been challenged by
psycholinguistic evidence [4].

2 THEORETICAL BACKGROUND

2.1 Two basic approaches to valency

There are two types of approaches to valency, or, argument structure [5, pp. 11—
12]. The traditional, lexicalist, approach is characterized by the central belief that the
argument structure of a predicate is determined by the predicate itself and by its
semantics, and that if a verb occurs in various valency frames, these are associated
with various senses of the verb. The traditional approaches to valency known in the
Czech context — that of Dane§ and Hlavsa [6], and the Functional Generative
Description [7] — are lexicalist in nature.

An alternative approach originated within the framework of Construction
Grammar (for a brief introduction, see [8]), based on the observation that argument
structure cannot, in fact, be trivially reduced to knowledge tied to individual verbs
(or other predicates), as illustrated by examples such as the following, cited after [9,

p- 21

(5) He stared her into immobility.

(6) Chess coughed smoke out of his lungs.

(7) Her nose was so bloodied that the ref whistled her off the floor.
(8) Navin sneezed blue pollen onto his shirt.

These examples feature an unusual use of the verb in bold; in light of such
examples, “the idea that argument structure is primarily knowledge about verbs loses
some of its appeal” [9, p. 2]. The basic idea of the constructionist approach is that
argument structure constructions (ASCs) — which are constructions in the sense of
Construction Grammar, that is, they are Saussurean signs — exist independently of
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verbs and have their own abstract meaning, and verbs might be combined with
various ASCs. In English, a common verb like kick might be used in as many as
some nine ASCs, without any apparent changes in its semantics [10, p. 394]. The
constructionist approach has received a lot of experimental support (reviewed in
[11]), and a fundamentally similar view of valency is espoused in various approaches
other than Construction Grammar, which independently arrive at the conclusion that
valency patterns (or, ASCs) exist as autonomous Saussurean signs (e.g., [12], [13],

[14], [15]).

2.2 Bias toward more frequent verbs

Quite understandably, Czech valency dictionaries such as Vallex [16] include
the most frequent verbs of Czech, with the latest version including 4,659 of them,
which is roughly 22% of all verbs found in the representative corpus of written
Czech syn2020 [17]. Nevertheless, it might be interesting to inspect less frequent
verbs with respect to valency, since this can allow us to scrutinize the valency
behavior of a verb in its entirety, without necessarily limiting our scope of attention
to asample of its uses and to its most typical uses, which is inevitable when
compiling a (valency) dictionary. Furthermore, it has been known for a long time
that more frequent words are more prone to polysemy [18, p. 109], and so inspecting
the use of low-frequency verbs might allow us to study their valency behavior
without the burden of polysemy. Finally, especially within the framework of usage-
based (cognitive) linguistics, it has been abundantly demonstrated that frequency
plays a crucial role in language, and more frequent units or expressions might behave
quite differently from less frequent ones (cf. [19]). The intuition that frequency is
relevant has also been present in valency research (e.g., [13, p. 59]), although rather
marginally (but cf. e.g. [20]).

3 DATA

From the corpus syn2020 [17] I extracted the frequency list of all verbs, from
which I selected the 118 verbs that occur in the corpus twenty times and the 36 verbs
that occur seventy times (both of these numbers are arbitrary). All 4,880 occurrences
of the 154 verbs were manually inspected, 36 of them were discarded (mostly as
errors in lemmatization), and the 154 verbs were annotated for their valency
behavior, especially for the number and type of valency frames in which they
occurred in the data. Unless otherwise specified, all the examples cited in the paper
are from syn2020. Occasionally, I use handier examples found in the bigger corpus
syn v8 [1].

In describing valency frames, I mostly followed the Functional Generative
Description. When a verb was found in multiple grammatical diatheses such as the
passive (cf. [21]), these were naturally not taken as constituting different valency
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frames of the verb. The same applies to definite (nyni spolurozhoduji obyvatelé
Vranovic ‘now the residents of Vranovice are codeciding”) and indefinite null objects
(pravo spolurozhodovat ‘the right to codecide’); on both see, e.g., [22]. Similarly,
I did not take examples of reflexive objects to constitute a new valency frame; that
is, the same verb with a single valency frame is instantiated in ovési se Sperky ‘she
will decorate herself with jewels’ and ovési svoji polovicku blyskavéjsimi diamanty
‘he will decorate his partner with more glittering diamonds’.

On the other hand, I took instances such as the following, in which the reflexive
variant does not denote an action whose patient is expressed by the reflexive se, to
represent two different valency frames of the same verb. In this respect, I diverge
from most traditional accounts, which would see the verbs as two different lexical
units, and I do so simply because I view examples such as these two as representing
an identical meaning of one verb (which is further modulated by the syntactic
context):

(9) on se poblil na chodnik
‘he threw up on the sidewalk’

(10) slibte mi, Ze nepoblijete doktora Reeda
‘promise you will not puke all over Dr Reed’

Of course, if a verb always occurs with se, I do not diverge from traditional
accounts. One crucial advantage of treating reflexive verbs in this partly
unconventional way should become apparent when the causative-inchoative
alternation is discussed in section 4.2.

Finally, I distinguished clear lexical ambiguity: e.g., the verb odsekdvat, is
found in two valency frames (11-12), while the verb odsekdvat, is found in one (13):

(11) odsekavala, jsem mu — 1 kept snapping at him’
(12) drze odsekavate, repliky — lit. ‘(you) rudely retort lines’
(13) odsekavat, maso od kosti — ‘chop the meat from the bones’

I might have distinguished valency patterns that could be lumped together by
others, thus, e.g., considering the following examples as instantiations of three
different valency frames:

(14) ACT ,°® PAT ™
platky napaiujte pod poklickou
‘steam the slices with the lid on’
(15) ACT,*® PAT ! BEN°Y!
napaiuju si oblicej
‘I am steaming my face’
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(16) ACT ' PAT,*® DIR3"!
na vrstvy polyesterového filmu se naparuji riizné kovy
‘various metals are steamed onto the layers of polyester film’

Other people might conflate (14) and (15) by claiming that both represent the
same frame with an optional, albeit typical BEN, which I did not do because while
instances similar to (15) are always accompanied by a BEN, instances of (14) in the
data never are.

4 SOME OBSERVATIONS

4.1 Czech verbs combine with various valency frames

Clear instances of lexical ambiguity — be it due to polysemy (vybilit ‘whitewash’
— ‘clean (out), steal”) or homonymy (nadivat ‘stuff’ vs. nadivat se ‘get enough of
looking’) — are rather rare in the data, appearing only with 13 out of the 154 verbs.
Despite that, each of the 154 plus 13 verbs appears on average with 2.006 valency
frames, suggesting that Czech verbs might be more malleable in their valency
behavior than presumed. For instance, while Vallex gives three valency frames for
the relevant senses of the verb foukat ‘blow,” with the much less frequent verb
profukovat ‘blow through,” we find six valency patterns (some of the corpus
examples were shortened):

DIR2% DIR3% LOC"?

(17a) prece jen trochu profukuje ‘it’s a bit windy after all’

(17b) trosku tu profukuje ‘there is a breeze here’

(17¢) okny dovnitr profukuje ‘the wind comes in through the windows’

ACT,** DIR3*"
(18) severdk profukuje az do kosti ‘the north wind blows through the bones’

ACT,*' DIR2°"' (BEN"P)
(19a) vitr profukuje skulinami ‘the wind blows through the cracks’
(19b) vitr ji profukoval kosili ‘the wind blew through her shirt’

ACT,*™ PAT,* (BEN®P)

(20a) letadlo profukoval ledovy vitr ‘an ice cold wind was blowing through the
plane’

(20b) studeny vitr profukoval Reedovi bundu ‘a cold wind blew through Reed’s
jacket’

ACTlobl
(21) bunda profukovala ‘the wind was blowing through my jacket’ (lit. ‘the jacket
blew through”)
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ACT ™ PAT ' (MEANS®?)
(22) profukuje trysku karburatoru ‘he blows air through the nozzle of a carburetor’

ACT,*' PAT ,** DIR2"
(23) roztavenym zelezem se profukoval vzduch ‘air was blown through molten
iron’

While the Functional Generative Description acknowledges, e.g., the systematic
alternation between uses such as (19) and (20), it still analyzes these as separate
senses of the verb. However, we can claim that all of the uses above are in fact
instantiations of a single sense of the verb, and the fact that the verb is interpreted
differently in different valency frames does not need to be ascribed to different
senses of the verb but to the valency frames, by which we avoid falling prey to the
polysemy fallacy mentioned above. Thus, if there is any systematic difference
between, say, sentences such as (19) and (20), it can be ascribed to the valency
pattern (or, ASC) while maintaining that the meaning of the verb remains the same.
Along these lines, the seemingly different meaning of (22) (and of examples such as
okna profukovala — lit. ‘the windows blew through’) can again be ascribed to the
construction rather than the verb itself.

As other examples show, variability in valency behavior is indeed linked to
valency alternations that have been described by works such as [23]. However, this
is often not the case: various verbs are used in various ASCs without any apparent
change in the meaning of the verb even in cases which would not be described as
alternations or diatheses, e.g.:

(24) hlasite krkne — ‘he burps loudly’
(25) krknula mi do tvare dvé slova — ‘she burped two words in my face’

Here one could, indeed, posit one valency frame for the verb (featuring an
optional PAT and perhaps an optional ADDR), but this would blur the fact that the
(di)transitive use of the verb is marginal (which, however, should never be taken as
areason to discard it), and it does not seem possible to express either the PAT or the
ADDR with most of the uses of the verb. The best analysis is in my view the
constructionist one, which acknowledges that the verb has only one meaning and in
the two examples, it is simply used in two different ASCs. One can posit tentatively
the existence of a construction in which an ACT, an ADDR (often not expressed
explicitly), and a PAT are required, which coerces the verb into the interpretation of
a verbum dicendi, as witnessed by examples (12), (25), and many others, including
both common expressions (ekl mi to ‘he told me that’) as well as creative uses of
verbs, such as zahalasi néjaky pozdrav ‘he shouts a greeting,” in which the verb,
usually not used with a direct object, takes one.
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4.2 Alternations previously unobserved in Czech

Several of the verbs display what seem to be semantic alternations previously
unrecognized in Czech (cf. [23]). In the sample of 154 verbs, two of them, discussed
in the following sections, recur across at least a dozen verbs, which suggests that
these might be relatively common in Czech. Notably both of them feature especially
(albeit perhaps not exclusively) change-of-state verbs. There were other interesting
examples of what seem to be previously unrecognized alternations, but these
occurred only with one or two verbs, and so for reasons of space, they will not be
discussed here.

4.2.1 Causative-inchoative alternation
Multiple verbs in the data allow what is known in the literature as the causative-
inchoative alternation [24, pp. 27-30]:

(26a) pampy se zazelenaly
‘the pampas turned green’
(26b) vykrojil z vody sous a zazelenal ji bylinami
‘he cut out a patch of land out of the water and turned it green with herbs®
(27a) ...by méla hmota zesvétlovat
‘the matter should get lighter*
(27b) Slunce je zesveétluje...
‘the sun makes them lighter’
(28a) smes by méla napénit
‘the mixture should foam’
(28b) my jsme jesté nenapénili mydlo
lit. “‘we haven’t foamed the soap yet’
(29a) prosté se prezrala k smrti
‘she has just eaten herself to death’
(29b) bud’ chci nakrmit armadu kralikii, nebo se tech par pokousim piezrat k smrti
‘either I want to feed an army of rabbits, or I am trying to make the few eat
themselves to death [lit. trying to eat the few to death]’

While in sentences (a) the verb, often (but not necessarily), accompanied by the
reflexive morpheme se, has an inchoative meaning, in (b) the meaning of the verb is
causative, and the PAT of the causative construction? corresponds semantically to the
ACT of the inchoative construction.’ Although traditionally these examples would

2 This is not to be confused with what has been described as the causative diathesis in the
Functional Generative Description, illustrated e.g. by dala/nechala detem spravit boty ‘she had her
children’s shoes repaired’ [25, p. 157].

3 Examples of this alternation in Czech, although not treated as examples of an alternation, are
however mentioned for instance in [26, pp. 223-225] and [27, p. 15].
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be treated as featuring two different lexical units (verbs), I believe that both sentences
in each pair in fact feature the same sense of the verb, which is, however, further
modulated by the ASC in which it is used [11].

Other verbs allowing this alternation include mutovat ‘mutate’; vymanévrovat
‘maneuver from’; rozcinkat (se) ‘(start to) tinkle’; vyhdknout (se) ‘unhook’; prisouvat
(se) ‘move, push closer’; rozesadit (se) ‘seat, take seats’; pretrhat (se) ‘break, tear,
sever’; vyplést (se) ‘untangle’; popichat (se) ‘prick’ (note that the translations are
inevitably somewhat imprecise, especially with respect to Aktionsart).

4.2.2 Agent-Means alternation

Another salient type of alternation previously unrecognized in Czech* is one in
which a verb takes either an ACT and a PAT, or an ACT, a PAT (corresponding to the
PAT in the first configuration), and a MEANS (corresponding to the ACT in the first
configuration); cf. [24, p. 80]:

(30a) lichoresnice rychle ozeleni plot

‘the nasturtium quickly covers [lit. makes green] the fence’
(30b) plot miizeme ozelenit nékterou z popinavek

‘we can cover the fence with some vines’
(31a) krev nepratel se vsakuje do piidy a zurodiiuje ji

‘the blood of the enemies soaks (into) the soil and fertilizes it’
(31b) bez bylozravcii, kteri by svymi vykaly zurodriovali piidu...

‘without herbivores which would with their dung fertilize the soil’
(32a) sprej zohyzdil kasnu [syn v8]

‘the spray damaged the fountain’
(32b) sprejem zohyzdil fasddy [syn v8]

‘he damaged the facades with spray’

Other verbs allowing this alternation include posilfiovat (se) ‘strengthen, snack
on’; popichat ‘prick’; zahalasit ‘resound’; zesvétlovat ‘lighten’; vykuryrovat ‘cure’;
znejistovat ‘make insecure’; vystinovat ‘shade’; ovonét ‘perfume’; napenit ‘foam’;
nastrihnout ‘incise’; rozclenovat ‘subdivide’; odbouchnout ‘blow up, shoot’ (again, the
translations are inevitably somewhat imprecise, especially with respect to Aktionsart).

S CONCLUSION

Scrutinizing a relatively small sample of verbs of relatively low frequency has
shown that the repertoire of valency alternations available in Czech might be richer

4 Note that in the Functional Generative Description, this alternation is not recognized because of
the principle of shifting (i.e., the first participant is always an ACT, irrespective of its semantics).
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than previously thought, and that verbs might be somewhat more malleable than is
acknowledged by Czech valency theory in that they often seem to combine with
multiple valency frames (or, argument structure constructions) without necessarily
changing their meaning, much in the spirit of what Construction Grammar has
demonstrated for English.
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Abstract: In this paper, we present a preliminary study of three intensifiers (absolutné,
naprosto, uplné) based on data from three different corpora, a written corpus SYN2020,
a web corpus ONLINE-ARCHIVE, and a spoken corpus ORTOFON 1. Providing a parallel
annotation of a random sample of each intensifier, we focus on their functions and meanings
in context. We analyse their properties in order to define those features which are relevant
to their word class assignment, and to prepare grounds for the future disambiguation tasks.
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1 MOTIVATION

“Intensifiers”!, i.e., words strengthening the meaning of the words in their
scope, appear problematic with respect to the word class affiliation of the
individual candidate words, i.e., their affiliation either to the class of particles, or
to the class of adverbs. So far, the individual studies (including relevant chapters
in grammars) concerned with words like trochu, velice, uplné etc. evaluate them
differently. This is particularly interesting, because adverbs and particles (as they
are defined) should differ both in their syntactic function and in their semantic
interpretation. While in Czech linguistic tradition adverbs always work as syntactic
constituents, particles do not, they are believed to operate in higher linguistic
layers and to acquire pragmatic functions. While adverbs are considered semantic
words, having a full meaning, particles are described as synsemantic ones, having
a weakened or modal meaning.”

! We use the term intensifier in this study to avoid referring to all the investigated words in terms
of word class categories.

2 The term particles refers here to the category of words expressing the pragmatic dimension of
the utterance, as it is traditionally defined in Central European linguistics. The term thus does not apply
to words in the function of grammatical operators, ¢.g., the reflexive element se in divat se or to in to be.
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The task of identifying particle uses of intensifier words, and distinguishing
them from adverbial uses is needed e.g., for a consistent morphological tagging of
linguistic corpora. For example, the disambiguation processes in the current
SYN2020 corpus [1] (using the MorfFlex dictionary [2]) almost do not involve
particle/adverb rules.

Since the available theoretical studies do not offer a satisfying and thorough
argumentation on how to treat intensifying words, a corpus study is needed to
describe behaviour of such words and offer corpus-driven criteria to support their
word-class categorization.

In this paper, we present a preliminary corpus study aimed at three representative
intensifying words: absolutné, naprosto, and uplné (‘absolutely, completely, totally’).
In their lexicographic treatment, they are often presented as near synonyms,
expressing similar meanings and appearing in similar contexts, cf. SSC [3]. We
investigate their function, their meaning, and their context in three different corpora,
and based on a pilot annotation, we point out features leading to difficulties in the
task of word class disambiguation.

2  PARTICLES VERSUS ADVERBS: THE THEORY

There is a considerable lack of criteria to delimit the category of particles as
a unified and compact system. The existing criteria are largely negative in nature.
Particles are primarily a) inflective, b) synsemantic, and c) they do not function as
a clause constituent (see e.g., [4, p. 90]). A further delimitation of particles in contrast
to other synsemantic word classes works on the basis of elimination: they do not
assign case, they do not conjoin words or clauses. As category-unifying features,
mostly the following are presented: ability to modify clauses, ability to link the
proposition with the context, and expressing the relation of the speaker to the
communication situation (cf. e.g., MC2 [5, p. 228] or VAGSC [6, p. 91]). There are
attempts to define semantically compact subclasses within the category, nevertheless,
the individual authors differ in the number and extent of the subclasses distinguished.

One of the subclasses sometimes identified within the class of particles are the
intensifiers, i.e., words like velmi, zcela, upiné. Before establishment of particles as
a separate category, they were generally considered adverbs. Moreover, some of
them also still hold a separate adverbial meaning (e.g., they can be used as obligatory
adverbial complementations of verbs, etc.). Therefore, they are sometimes treated as
adverbs of measure in literature.

MC2 [5] treats intensifiers under the label of measure (or intensification)
adverbs, which is considered a subclass of manner adverbs. The measure adverbs are
given as a list, without detailed characterization or contextual exemplification (p.
190). Additionally, intensifiers are treated in the chapter of particles as well, this
time as a subclass of “measure evaluating particles”. Again, the potential members
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of the class are listed only and the list overlaps with measure adverbs. A similar
approach is offered in PMC [7].

It is quite clear that even when looking into a single grammar of the Czech
language, it may not be obvious where the borderline between two distinct uses of
the same intensifier is. The underlying cause of the ambiguous treatment of the so-
called measure adverbs and intensifying particles is the problem of defining
a difference between intensification and emphasis, a subject broached in the Czech
linguistic discourse as early as starting with Mathesius (1947; [8]), who acknowledges
their overlapping character. Nekula (PMC [7, p. 360]) mentions that in some cases,
the word class affiliation can be influenced by the relative position of the intensifier
to the affected word. Vondra¢ek in VAGSC [6, p. 103] summarizes his findings from
a separate study on the topic [9] in the following way: the criterion for distinction of
the two word classes lies in the dominance of either the function of specifying
measure, or the generally modifying function, together with the ability of the
intensifier to work as a syntactic complementation. A similarly general solution is
offered by Simkova (2002; [10]).

Looking at the lexicographic approaches to word class assignment to
intensifiers, the older monolingual dictionaries SSC [3] and SSJC [11] usually
assign a single label, either a particle, or an adverb. An attempt to differentiate
between the two word classes through separate entries can be seen in the newly
prepared ASSC [12] on the example of absolutné, which is presented as an adverb,
and also a particle.

3 DATA ANNOTATION

3.1 Annotation process

As a data resource, we have chosen three different corpora representing three
different types of text: a representative written corpus SYN2020 [1], a web corpus
ONLINE ARCHIVE [13] and arepresentative corpus of spoken language
ORTOFON [14]. For each of the selected intensifiers (absolutné, naprosto, uplné),
we have obtained 50 random concordances.?

Each of the intensifiers was annotated for the following features: the word class
of the word in the scope of the intensifier; the position of the intensifier relative to
the word in its scope; the function of the affected word within the clause; the position
of the intensifier within the clause; the intensifier’s assumed word class.

Most concordances included an intensifier modifying an adjective or a verb,
consequently, the most frequent syntactic functions of the word in the scope were
verbonominal predicates, verbal predicates, and attributes. Majority of cases were
intensifiers in the anteposition to the affected words, most prominently in

3 The intensifier absolutné gives only 45 concordances in the ORTOFON corpus overall.
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a penultimate position in the clause. The spoken corpus showed a notable number of
intensifier postpositions, related to a higher number of clause-final positions.

The annotation of syntactic features also served the purpose of making sure that
both annotators interpreted the meaning of the sentence in the same way, which is
especially important in the case of web and spoken corpora. The results showed that
clearly different interpretations were indeed rare.

3.2 Inter-annotator agreement

We calculated the inter-annotator agreement simply as a proportion of the
number of cases where the annotators agreed on the label assigned to the number of
cases where they differed in the assigned labels. For this pilot study, we were
interested mainly in the overall certainty of the annotators to assign the labels and
whether the points of disagreement share some common semantic or syntactic
features.

Points of disagreement in the word class affiliation of the affected words were
infrequent and concerned mainly delimitation of the scope in the case of
verbonominal predicates or complex predicates. This often resulted in disagreement
in the syntactic function of the affected complementation. None of the differences in
judgement of morphosyntactic properties of the affected word seems to have had
a direct impact on the word class assignment to the intensifier itself.

Our main interest lied in the agreement on the word class categorization of the
intensifier itself. We hypothesized that in view of the fact that the current linguistic
theories do not offer a satisfying account of what constitutes a particle, the inter-
annotator agreement in this task would be rather low. This was confirmed by the
data. In the SYN2020 [1] and ONLINE [13] data, the agreement was lower than
75 %; the annotators chose different labels in more than a quarter of the occurrences.

Intensifier absolutne uplné naprosto

D T DA D T DA D T DA
SYN2020 10 32 19 |11 20 31 3 16
ONLINE 7 34 22 |13 15 25 6 17
ORTOFON |8 31 10 |28 10 23 19 8

N O |

Tab. 1. Annotator agreement*

Only a few, syntactically restricted types of contexts allow a definite agreement
on the word class assignment. E.g., if the intensifier modifies a syntactic noun

4 We use D for adverbs, T for particles, and DA for disagreement. The numbers in the tables in
some cases do not add up to the total number of concordances evaluated. We did not include into the
overall counts cases when the word class assignment was not possible due to the utterance being too
fragmented.
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(nouns, totalizing or indefinite pronouns, rarely an infinitive) in the function of
a syntactic subject or object, the intensifier is annotated as T.

The word class affiliation of adjectives (whether in the syntactic function of an
attribute, or as the nominal part of the verbonominal predicate) is rather unconditioned
by the morphological and syntactic interpretation of the word in context. The
decision is thus probably driven by semantic factors. This is rather bad news for the
efforts to formulate contextual disambiguation rules for automatic processes.

The fact that the same intensifiers might be assigned both the adverb label and
the particle label in similar contexts, similar clause positions, and similar syntactic
constructions indicates that the process of word class recategorization (from adverb
to particle) has not been yet completed. Nevertheless, the annotation and the
following analysis show certain semantic tendencies.

A significantly higher agreement in the absolutné data suggests that the process
of particulization of the expression is already advanced.

The agreement is considerably better in the spoken corpus data. Also, in spoken
data, the particle label (T) is more frequently assigned considering the otherwise
ambivalent intensifiers naprosto and upiné. This is probably caused by the fact that
spoken data tend to include more clear attitude markers than the written ones.

3.3 Selected points of disagreement in the intensifier word class

The certainty of the annotators varied regarding each individual intensifier.
Whereas absolutne achieves the highest agreement (85 %), naprosto and uipiné reach
around 70 %. While the highest agreement was observed in the spoken corpus, it
seems that the disambiguation issue may be supported by the prosodic properties of
the utterance, or by other features of a spoken text (simple structures etc.).

Typically, the disagreement arises in combination with evaluative expressions,
with qualitative adjectives and with positive verb forms.

By evaluative expressions, we mean primarily qualitative qualification
adjectives or adverbs expressing subjective evaluation (1), cf. Karlik in NESC [15].

(1) Skolnim divadlem jsem byla naprosto nadsend. ‘1 was totally excited about the
school theatre performance.’

Here, the annotation basically confirms Vodracek’s opinion [9] that
distinguishing adverbial from particle meaning is often dependent on “the semantic
interpretation of the modified or specified expression”, i.e., whether the intensifier in
context expresses measure circumstance or speaker’s attitude. Nevertheless, our
annotation data suggest that the decision is rather subjective and based probably on
whether the annotator perceives the expression in the given context as scalable or as
a representation of an upper limit which is only emphasized, see an example of
a disagreement in (2).
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(2) toje uplné jednoduchy ‘That’s totally simple.” (ORTOFON)

Whereas absolutné modifying a negative verb is assigned a T label almost
uniformly, positive verb forms trigger both measure interpretation (intensification)
and emphasizing interpretation (3).

(3) absolutne mé dokdze odradit chlap, ktery je blby ‘1 feel absolutely appalled by
a guy who is dull.” (ONLINE)

Naprosto and uplné seldom affect negated verbs, therefore, the disagreement
concerns mainly combinations with positive verb forms.

4 INTENSIFIERS IN CONTEXT

4.1 Absolutné

The word absolutné appears to be strongly tied to negative contexts. By
negative contexts, we mean collocations with explicit morphological negation (4), as
well as collocations with words and phrases with negative meaning but no
morphological marking (5).

(4) ...absolutné jsem netusil, jak se bude miij Zivot dal vyvijet. ‘1 had absolutely no
idea how my life would go on.” (SYN2020)

(5) [Je] Absolutné vylouceno, abych zabloudil. It’s] Absolutely out of question
for me to get lost.” (SYN2020)

The tendency to be bound to negative context is the strongest in ORTOFON (40
out of 45), the corpus of informal spoken Czech, (42 out of 50) while in SYN2020,
a corpus of written texts, the number of positive collocations rises and negative
contexts reach only 31 out of 50. This fact constitutes one of the major function
differences between absolutné on one hand and uplné or naprosto on the other hand,
making it close to vithec, an accepted Czech “negative polarity item”.’

The positive contexts include the following types: the intensification of
evaluative adjectives or adverbs (6), the intensification of words expressing sameness
or different character (stejny, jinak) (7), or modification of an objective quality (8).

(6) Auto, které vidite na obrazku pred sebou se jmenuje Interceptor S a je absolutné
skvostné. ‘The car you see in the picture in front of you is called Interceptor
S and is absolutely brilliant.” (SYN2020)

5 Absolutné, though, cannot be considered an NPI, since it fits perfectly into positive contexts:
S nazvem clanku absolutné nesouhlasim. ‘1 absolutely do not agree with the article title.” S ndzvem
¢lanku absolutné souhlasim. ‘1 absolutely agree with the article title.
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(7) Pujde o absolutné jiny film. ‘It will be an absolutely different film.” (SYN2020)

(8) Stal jsem se na ni absolutné zavislej. ‘1 became absolutely dependent on her.’
(SYN2020)

Rarely, the word absolutné appears in the function of a clear manner adverbial (9).

(9) Pokud rada nekonverguje absolutné, miize jeji soucet byt v rozporu s nasim
ocekavanim. ‘If a series does not converge absolutely, its sum may be contrary
to our expectation.” (SYN2020)

As for the position of the word within a sentence, while in SYN2020 and
ONLINE, absolutne stands almost exclusively in front of the word in its scope,
sometimes in the middle position (usually with copular predicates), the ORTOFON
data show 7 cases of a postposition (10). In case the sentential stress lies on the verb
in the scope, the word is then easily interpreted as a particle.

v

(10) Jo to ja ti rozumim absolutné. ‘Yeah, I absolutely understand you.” (ORTOFON)

4.2 Naprosto
In contrast to absolutné, naprosto does not appear significantly in negative
contexts, though a negative context is not excluded (11).

(11) Zatim bohuzel rozSituje Fady kocicek, kterym utulek naprosto nevyhovuje.
‘Unfortunately, it is increasing the number of cats, for which a shelter is not
convenient at all.” (ONLINE)

Naprosto often modifies positive evaluative words (12), but it also appears with
words describing sameness or different character (13).

(12) Vse se mese v naprosto pohodové atmosfére. ‘Everything is carried on in
a totally relaxed atmosphere.” (ONLINE)

(13) Barevnost nechali ¢isté na nas, méeli jsme vsak vybrat naprosto odlisné odstiny,
nez byly v pivodni loznici. ‘They left the color purely on us, but we had to
choose totally different shades than those of the former bedroom.” (SYN2020)

Also, in comparison to the other two intensifiers discussed, naprosto is notably

more often used even with non-evaluative words (i.e., words expressing some quality
primarily without judging whether the quality is positive or negative) (14).
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(14) Vse thvi ve vychoveé a vzdelani a v téchto dvou oblastech si mohou byt zZeny
s muzi naprosto rovny. ‘It’s all about upbringing and education, and women can
be totally equal to men in these two areas.” (SYN2020)

4.3 Uplné

Uplné, in contrast to the previous candidates, almost does not appear with
negative verbs in our data. This is probably connected to the fact that when combined
with a negated verb, its meaning is shifted. While naprosto expresses an upper limit,
a total completion of the verb meaning with positive verbs (15a), and a lower limit,
a total incompletion of the verb meaning with negative verb (15b), uplné expresses
an upper limit, a total completion of the verb meaning with positive verbs (15a), but
with negative verbs in some syntactic contexts, its meaning is rather reaching a low
level of completion of the verb meaning (15c¢).

(15a) Naprosto/Uplné s tebou souhlasim. 1 strongly agree with you.’
(15b) Naprosto s tebou nesouhlasim. ‘1 strongly disagree with you.’
(15¢) Uplné s tebou nesouhlasim. ‘1 slightly disagree with you.”
Uplné in this context weakens the negative meaning, rather than intensifying it.
In positive contexts, up/né more or less shares the usual collocations of naprosto
and absolutnée. It combines with the sameness or difference expressions more often

than naprosto (16).

(16) tam je uplne jina mentalita jeste ‘there is a completely different mentality
yet’(ORTOFON)

It combines with positive totalizing pronouns (vSechno, kazdy), but negative
pronouns are extremely rare in its scope, mostly they are perceived as rather
incompatible, because the natural opposite to up/né in negative contexts is vithec (17).
(17) Nemeél jsem vitbec/? ?uplné zadné penize. ‘1 had no money at all.’

We can find examples of uplné modifying evaluative words, though they are
less frequent than the occurrences of evaluative words after naprosto.

Uplné seems to combine easily with descriptive adjectives expressing a neutral

quality (18).

(18) Je uplné svezi a ceka. ‘She is completely fresh and waiting.” (SYN2020)
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Last, but not least, uplné appears in the meaning of “sort of”, “almost” (19).

(19) Upiné se mi sbihaji sliny. ‘My mouth is almost watering.” (ONLINE)

5 CONCLUSIONS

We have carried out the data annotation and analysis of selected intensifiers in
order to check out whether human annotators are able to provide consistent and reliable
disambiguation decisions based on the available definitions of the adverb and particle
categories. Also, because a detailed explanation of the different uses of intensifiers,
supported by strong evidence from real data, is usually missing in the current
grammars, we wanted to identify important features and properties of the intensifier
uses in context that would possibly help shed light on the disambiguation process.

The three intensifiers investigated do not behave in the same way in the context.
Absolutné is extremely likely to appear in negative contexts, whereas uplné acquires
a specific meaning with negation in its scope. The annotation suggests that the shift
from understanding the intensifier as an adverb to considering it a particle is most
advanced with absolutné, while naprosto is still interpreted in the sense of an adverb,
and uplne maintains both interpretations. This may also explain the fact that the
inter-annotator agreement was the lowest with uplné.

Only a few, syntactically restricted types of contexts, allow a definite agreement
on the word class assignment, such as intensification of nouns and syntactic nouns,
above all totalizing or negative pronouns.

The word class affiliation of intensifiers affecting evaluative expressions is
rather unconditioned by the morphological and syntactic interpretation of the
affected word. In many cases, the decision is probably driven by semantic factors,
above all by the subjective interpretation of its semantics as scalable or non-scalable.
This impact of subjective evaluation is a serious factor hindering the efforts to
formalize the disambiguation task for automatic analysis.

ACKNOWLEDGEMENTS

This paper has been in part supported by the LINDAT/CLARIAH-CZ project
funded by Ministry of Education, Youth and Sports of the Czech Republic (project
LM2018101).

This paper has been in part supported by the Ministry of Education of the Czech
Republic, through the project Czech National Corpus, no. LM2018137.

References

[1] Kien, M. et al. (2020). SYN2020: reprezentativni korpus psané ¢estiny. UCNK FF UK,
Praha. Accessible at: http://www.korpus.cz.

452



[2] Haji¢, J. et al. (2020). MorfFlex CZ 2.0. Data/software, LINDAT/CLARIAH-CZ digital

library, Czech Republic. Accessible at: http://hdl.handle.net/11234/1-3186.

[3] Filipec, J. et al. (2003). Slovnik spisovné edtiny pro $kolu a vefejnost. Praha. [SSC].

[4] Cechova, M. (2000). Cestina — Re¢ a jazyk. Praha.

[5] Komarek, M. et al. (1986). Mluvnice &estiny 2. Praha. [MC2].

[6] Sticha, F. et al. (2018). Velk4 akademicka gramatika spisovné Gestiny. Praha. [VAGSC].

[7] Karlik, P. et al. (1995). Pfiru¢ni mluvnice &eitiny. Praha. [PMC].

[8] Mathesius, V. (1947). Zesileni a zdtraznéni jako jevy jazykové. In Cestina a obecny

jazykozpyt, pages 203-223, Praha.

[91 Vondracek, M. (1999). Ptislovce a ¢astice — hranice slovniho druhu. Nase fe¢ 82, pages 72—
78.

[10] Simkova, M. (2002). Prislovky a &astice celkom, tiplne — vébec. In Varia 9, pages 325-328,
Bratislava.

[11] Havréanek, B. et al. (1960—1971). Slovnik spisovného jazyka ¢eského. Praha. [SSIC].

[12] Akademicky slovnik soudasné &estiny. (2017-2020). Praha. [ASSC]. Accessible at: https:/
slovnikcestiny.cz.

[13] Cvrcek, V., and Prochazka, P. (2020). ONLINE ARCHIVE: monitorovaci korpus internetové
gestiny. UCNK FF UK, Praha. Accessible at: http://www.korpus.cz.

[14] Koptivova, M. et al. (2017). ORTOFON, verze 1 z2. 6. 2017. UCNK FF UK, Praha.
Accessible at: http://www.korpus.cz.

[15] Karlik, P. (2017). Adjektivum. In P. Karlik et al. (eds.), CzechEncy — Novy encyklopedicky
slovnik ¢estiny. Accessible at: https://www.czechency.org/slovnik/ ADJEKTIVUM.

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 453



§ sciendo
DOI 10.2478/jazcas-2021-0042

CAPTURING NUMERALS AND PRONOUNS AT THE MORPHOLOGICAL
LAYER IN THE PRAGUE DEPENDENCY TREEBANKS OF CZECH

BARBORA STEPANKOVA — MARIE MIKULOVA
Charles University, Prague, Czech Republic

STEPANKOVA, Barbora — MIKULOVA, Marie: Capturing numerals and pronouns
at the morphological layer in the Prague Dependency Treebanks of Czech. Journal of
Linguistics, 2021, Vol. 72, No 2, pp. 454 — 464.

Abstract: The paper presents anovel and unified morphological description of
numerals and pronouns, as compiled for the newest edition of the Prague Dependency
Treebank (Prague Dependency Treebank — Consolidated 1.0) and its integral part the
morphological dictionary MorfFlex. On the basis of considerable experience with real data
annotation and the use of the morphological dictionary, particular changes were proposed.
For both of the parts of speech a new set of subtypes was proposed, based mainly on the
morphological criterion and its combination with semantic properties and other relevant
features, such as definiteness in numerals and possessivity, reflexivity, and clitichood in
pronouns. Each subtype has a specific value at the 2™ position of the morphological tag,
which serves also as an indicator of the applicability of other tag categories.
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1 INTRODUCTION

The paper is focused on numerals and pronouns and their morphological
description in the Prague Dependency Treebank. Although these word categories are
considered to be a traditional part of the part of speech (POS) set in Czech linguistics,
their morphological (as well as some other) properties are quite specific and different
from the rest of the inflected words. For the newest edition of the Prague Dependency
Treebank (Prague Dependency Treebank — Consolidated 1.0 [1], PDT-C in the
sequel) we compiled a novel and unified description of these two POS and proposed
its realization in the morphological tag. The PDT-C 1.0 release is enhanced with
a manual linguistic annotation at the morphological layer: all tokens of the sentence
are tagged and lemmatized. A key element to ensuring annotation consistency is the
morphological dictionary MorfFlex [2]. Based on the long-time experience with the
use of the dictionary and manual annotation of real data, some phenomena were
proposed to be captured differently in the dictionary in order to achieve better
consistency within the dictionary as well as between the dictionary and the annotated
data. The changes concern several complicated morphological features of Czech,
including some relating to numerals and pronouns.
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2 NUMERALS AND PRONOUNS IN CZECH GRAMMARS

In grammars, a POS is usually defined on the basis of a combination of semantic,
morphological, and syntactic criteria. Numerals and pronouns are mainly delineated by
appeal to the semantic criterion, while the other two criteria are rather problematic
with these two classes.

Numerals semantically indicate number or quantity (e.g., pét ‘five’, treti ‘third’,
néekolik ‘several’). However, in various approaches the set of words included as numerals
can differ, e.g., petina ‘a fifth’ is often considered a noun, despite its numeric meaning
and digit representation.! The overarching semantic feature of pronouns lies in their
ability to substitute for nouns or adjectives (e.g., on ‘he’, tento ‘this’, nejaky ‘some”’).

From the morphological point of view, and in many respects also from the syntactic
point of view, both numerals and pronouns can also be considered as different POS (e.g.,
tisic ‘thousand’ — numeral/noun; ktery ‘which’ — pronoun/adjective; druhy ‘second’ —
numeral/adjective; mnohokrat ‘many times’ — numeral/adverbial). On the other hand,
words like nékde ‘somewhere’ and kdykoliv ‘anytime’ are usually regarded as pronominal
adverbs.> For these reasons, the most recent Czech grammar [5] does not distinguish
pronouns and numerals as individual POS and assigns them among other POS.

3 NUMERALS AND PRONOUNS IN PDT-C

Within the morphological annotation in PDT-C, forms are organized into entries
(paradigms) according to their formal morphological behavior. The paradigm (set of
forms) is identified by a unique lemma. For each form, full inflectional information is
coded in 15 tag positions. The first two tag positions encode the part of speech. The
traditional POS is captured in the 1% position. The 2™ position of the tag specifies the
detailed subtype of the POS and serves as an indicator of the (non-)applicability of the
other categories encoded in the tag [7, p. 17]. The other positions of the tag capture
morphological properties, of which gender (3™ position), number (4%), case (5%),
possgender (6™), possnumber (7") and variant (15") (explained in 5.3 and 5.4) are
relevant to the description of pronouns and numerals (cf. [6] and [7]).

The PDT approach to numerals and pronouns follows the traditional classification,
i.e., numerals and pronouns are considered separate POS (the 1% tag position has the
value P in the case of pronouns and C in the case of numerals). In the next part of the
article, we concentrate on the description of the 2" tag position. The main criteria for
amore detailed classification of numerals and pronouns are semantics and
morphological behavior. We include the semantics as a criterion for traditional reasons.
In linguistics, numerals and pronouns are traditionally classified according to their

! In the NovaMorph morphological description [3] words of this type are included in a group of
fractional numerals.
2 Komarek united these semantically similar words into one group of “deictic words” [4].
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purpose (as e.g., cardinal, ordinal, multiplicative, in the case of the former, and as e.g.,
personal, demonstrative, relative, in the case of latter).

However, the crucial principle of the classification at the 2™ tag position is the
morphological one. As already mentioned, the value of the 2™ position serves as an
indicator of the applicability of the other tagged categories (such as gender, number,
and case) and this principle is decisive for the system of pronouns and numerals in
PDT-C.> This means that, for example, anumeral expressing agreement in
grammatical gender (e.g., jeden, jedna, jedno ‘one’) cannot be in the same group as
anumeral that behaves as anoun in that it has a single, fixed gender (e.g., sto
‘hundred’) or does not express any gender (e.g., t7i ‘three’) although according to the
semantic criterion, such numerals may belong to the same category (the numerals

jeden, sto and t7i are all cardinal numerals; cf. Tab. 1).

In each POS group, the two main criteria (semantic and morphological) are
supplemented by other criteria, following from the properties of the group. Within
the class of numerals, there is the criterion of definiteness, and within the group of
pronouns, possessivity, reflexivity, and clitichood are considered.*

4 SUBTYPES OF NUMERALS

Numerals (except for the numbers written down with Arabic or Roman
numerals) are classified into several subtypes according to the various combinations
of the two basic features (cf. Tab. 1):

« morphological behavior,

« semantics including definiteness.

Semantics & Lo .
Morphological behavior Adjectival Nominal Non-gendered
Type Subtype Tag | Example | Tag | Example | Tag | Example
definite Cn |jeden Cz |sto Cl |t
Cardinal
indefinite |Cy |nejeden |- - Ca |malo

3 In the previous proposal [6], this principle was violated in several cases. The new proposal
eliminates these violations.

4 By comparison, some other West-Slavonic languages corpora approach description of numerals
and pronouns differently. The description in the Slovak National Corpus [8] is based on a morphological
criterion, the primary classification corresponds to the declension type (nominal, adjectival, mixed, etc.)
that indicates other tag positions. The semantic criterion is present by inclusion of deictic words among
pronouns (cf. [9]). The National Corpus of Polish takes into account mainly the morphological and
syntactic criterion (strong vs. non-strong position, post-prepositional vs. non-post-prepositional
position). The semantic criterion is noticeable only in a few tag positions (e.g., different values for main
vs. collective numerals, personal vs. personal reflexive pronouns; cf. [10] and [11]).

456



Semantics & o .
Morphological behavior Adjectival Nominal Non-gendered
definite Cr |prvni - - - -
Ordinal
indefinite | Cw | kolikaty |- - - -
definite - - - - Cv |trikrat
Multiplicative
indefinite |- - - - Co |tolikrat
definite Cd |dvoje Cj |patero - -
Collective
indefinite | Ch |kolikery |Ck |kolikero |- -
Arabic - C=|125
Roman - C} |MDX

Tab. 1. Subtypes of numerals

4.1 Morphological behavior
The morphological criterion is fundamental. We distinguish between adjectival,
nominal and non-gendered numerals (cf. Tab. 1).

Form Lemma Tag

Jjeden muz jeden'1 CnYSl-————————-
Jedno dité jeden'1 CnNSl--—-——-—-———-
nékolikaty problém nékolikaty CwYSl-—————————
nékolikaté problémy nékolikaty CWIPl-—————————

Tab. 2. Examples of adjectival numerals

The adjectival numerals express the same gender (and also the number) as
that of the governing noun (e.g., jedna Zena ‘one woman’ (fem. sg.), jedno dité
‘one child’ (neut. sg.) or nekolikaty problém ‘umpteenth problem’ (masc. sg.),
nekolikaté problémy ‘multiple problems’ (masc. pl.)). All forms are represented by
one lemma; similarly to adjectives. However, in contrast to adjectives there is no
comparative and superlative form in the adjectival declension of numerals, and
some paradigms have only singular (e.g., jeden ‘one’), or only plural forms (e.g.,
dva ‘two’) depending on their meaning. In the tag, the gender, number, and case
are specified (see Tab. 2).

The subtype of numerals with nominal declension consists of numerals, whose
morphological behavior is similar to that of nouns (e.g., sto ‘hundred’, nula ‘zero’,
patero ‘five-kinds-of”). They express grammatical gender, thus their tag position for
gender is filled, with the whole paradigm sharing the same value (see Tab. 3).
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Form Lemma Tag

sto lidi sto-1'100 CzNSl-————————-—
napsal dvojku a tii nuly nula CzFP4——————————
z patera ptikazani patero’5 CINS2-—————————

Tab. 3. Examples of nominal numerals

Other numerals express no gender and they are quite specific and diverse from
the morphological point of view; they can be inflected (e.g., #7i domy (Nom.), ti
domii (Gen.) ‘three houses’; mnoho domii (Nom.), mnoha domii (Gen.) ‘many
houses’), or they are uninflected, sometimes with a variant form (e.g., nekolikrat,
nékolikrate ‘several-times’).> The tag position for gender is not filled. Other tag
positions (case, number) are filled if the subtype expresses them (cf. Tab. 4).

Only the group of definite cardinal numerals covers all morphological subtypes,
i.e., it expresses agreement in grammatical gender (then the tag begins with Cn; e.g.,
jeden ‘one’), only one (lexical) gender (then the tag begins with Cz; e.g., sto
‘hundred’) or it expresses no gender (then the tag is Cl; e.g., #7i ‘three’); cf. Tab. 1.

Form Lemma Tag

t7i domy t'3 Cl-Pl-————m
do mnoha zemi mnoho Cam—2mm e
nékolikrat zazvonil né&kolikrat COmmm e
nékolikrdte zazvonil né&kolikrat COmmmmmm e 1

Tab. 4. Examples of non-gendered numerals

In certain contexts, numerals do not mark grammatical relations with other
words in a sentence by means of inflection, they are used in their uninflected form.
In the following examples, despite the formal differences (and some stylistic
nuances) the meaning of these variant forms is broadly equal, i.e., the inflected forms
of sto ‘hundred’ in ke ¢tyrem stiim détem “up to four hundred children’ or do sta lidi
‘up to a hundred people’ can also be expressed with the uninflected form, as in ke
¢tyri sta detem “up to four hundred children’ and do sto lidi “up to a hundred people’.
In particular combinations, uninflected forms are quite usual, e.g., az po stovky tisic
let ‘up to hundreds of thousands of years’; sedmdesat jedna obcanii ‘seventy-one
citizens’; pred tii ¢tvrté rokem ‘three quarters of a year ago’; o pdr stech tisicich
‘about a few hundreds of thousands’. Thus, for most cardinal numerals we introduced
the subspecified value X for any gender, number, or case; cf. Tab. 5.

5 Variant forms are distinguished at 15" tag position by a numerical index (cf. Tab. 4).
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Form Lemma Tag

ke ctyrem stim détem Ctyti'4 Cl-P3—c—em—e——
ke ¢tyri sta détem Styfi'd Cl-XX—m—mmmm e
ke Ctyti sta détem sto-1"100 CzNXX-—-——————- 1
do sto lidi sto-1"100 CzZNXX——————————
sedmdesat jedna ob¢ant jeden'1 [6155.0.¢, TN —
pted tii ¢tvrté rokem ctvrt CzFXX-—-——————- 1

Tab. 5. Examples of uninflected forms of numerals

4.2 Semantics including definiteness

In accordance with semantic features, we classify numerals into the following
subtypes. Within the each semantic subtype, the numerals are further classified
according to their definiteness; cf. Tab. 1.

Cardinal — express quantity (e.g., oba ‘both’, kolik “how much’, mdlo ‘a little’,
milion ‘million”).

Ordinal — express position in a sequential order (e.g., t7eti ‘third’, nékolikaty
‘umpteenth”).

Multiplicative — express how many times something occurred (e.g., sedmkrat
‘seven-times’, mnohokrdt ‘many-times’).

Collective — express the number of kinds, types (e.g., dvoji ‘two-kinds-of”,
nekolikery ‘several-kinds-of”, desatero ‘ten-kinds-of”).

In contrast to Czech grammars, we do not distinguish interrogative numerals as
a separate type: interrogative numerals are included in the corresponding types of
indefinite numerals; e.g., kolik ‘how-many’ is included in the cardinal indefinite
type, kolikaty ‘at-what-position-in-a-sequence’ is included in the ordinal indefinite
type, or kolikrat “how-many-times’ is included in the multiplicative indefinite type.

5 SUBTYPES OF PRONOUNS

Pronouns form a more complicated part of speech than numerals. More criteria
need to be considered for their adequate classification. As with the category of
numerals, we chose the morphological behavior and semantics as the main criteria
for pronouns.
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Then we identified several other features that can be used to divide pronouns
into various subtypes (cf. Tab. 6):

+ possession,

+ reflexivity,

- clitichood.

5.1 Morphological behavior
The morphological criterion divides pronouns into two groups: gendered
pronouns and non-gendered pronouns.

Semantics & morphological behavior | Gendered Non-gendered
Type Subtype Tag Example Tag |Example
Personal - PE on, néj PP |ja, vy, vy
Clitic P5 mu PH |mi
Reflexive - - P6 |sebe
Reflexive Clitic - - P7 se, si
Possessive PS miij, nds - -
Possess. 3" Pers P9 jeho, jejich - -
Reflex. Possess. P8 sviij - -
Relative - P4 ktery, ¢i, jenz | PQ | kdo, copak
Possessive P1 jehoz, jejichz
Indefinite - PZ néejaky, Cisi PK | kdosi, nevimco
Negative - PW nijaky, zadny |PY | nikdo, nic
Demonstrative |- PD ten, takovy - -
Delimitative - PL vSechen - -

Tab. 6. Subtypes of pronouns

Gendered pronouns express different values of the gender (and also number):

(a) depending on the grammatical gender and number of the governing noun;
cf. Zadny ditm ‘no house’ (masc. inanim. sg.), Zddnd Zena ‘no woman’ (fem. sg.),
zadni muzi ‘no men’ (masc. anim. pl.). These pronouns behave as syntactic adjectives
in sentences;

(b) according to the gender, animacy or number of the referent they substitute
(e.g., on ‘he’, ona ‘she’, ono ‘it’, oni ‘they’), they behave syntactically as nouns.

All forms of both of the types are represented by one lemma (Nom. sg. masc.
anim.), similarly to adjectives: e.g., Zdadny ‘no’ for Zddna (fem.), zadné (neut.), and
on ‘he’ for ona ‘she’ and oni ‘they’, etc. The tag positions for gender and number are
filled; cf. Tab. 7.
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Non-gendered pronouns are pronouns that express no gender and number
(e.g., ty ‘you’; nikdo ‘nobody’, cosi ‘something’; Tab. 8). The gender and number
tag positions are not filled. These pronouns behave syntactically as nouns.

Form Lemma Tag

on on-1 PEYS1--3-—-————-
oni on-1 PEMP1--3-—-——————
ono on-1 PENS1--3-—-—————
zadna zena zadny PWFS]l——————————
Zadni muzi zadny PWMPl-——————————

Tab. 7. Examples of gendered pronouns

Form Lemma Tag

nikdo nikdo PY--l-—————————
nikoho nikdo PY--2——————————
cosi cosi PK--1-—————————
cehosi cosi PK-=-2-—————————

Tab. 8. Examples of non-gender pronouns

We are aware that the pronoun kdo ‘who’ (and other various personal
pronouns) could be classified as masculine, and the pronoun co ‘what’ (and other
various non-personal pronouns) could be classified as neuter. However, there are
many uses of these pronouns where the gender and number category seems to be
questionable (e.g., kdo jste tam byli (masc. anim. pl.) ‘who of you were there’,
kazda (fem. sg.), kdo jste prisla (fem. sg.) ‘each of you who came’, nikdo nejsme
(1% pers. pl. — ‘we’) dokonaly ‘none of us are perfect’; cf. also examples and the
discussion in [12]).

5.2 Semantics

We identified six main semantic groups of pronouns, largely following the
Czech grammar tradition. In each group, we use the unique tag value to distinguish
between gendered and non-gendered pronouns:

Personal: substitute a particular word referring to a person, thing, and the like,
including pronouns indicating clitichood, possession and reflexivity (see below);

e.g.,ja T’, on ‘he’, ni ‘her’, nas ‘our’, jeho ‘his’, sviij ‘self’.
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Relative/Interrogative: in relative clauses, they are used as connecting words
referring back to their antecedents; in questions, they serve as interrogative words;
e.g., jaky ‘what’, ktery ‘which’, ¢ ‘whose’, co ‘what’, kdoz ‘who’.

Indefinite: refer to one or more unspecified persons or things; e.g., néjaky ‘some’,
¢isi ‘somebody’s’, sotvaktery ‘hardly-some’, nékdo ‘somebody’, kdokoliv ‘whoever’.

Negative: refer to nonexistence of persons, things or their properties; e.g., nict
'nobody’s’, Zadny ‘no/none’, nic ‘nothing’, nikdo ‘nobody’.

Demonstrative: point to a specific person or thing; e.g., ten ‘this’, tamten
‘that’, onen ‘that-over-there’, tentyz ‘same’, takovy ‘such’.

Delimiting: (sometimes included in the indefinite group [13, p. 224]) indicate
the universality or totality; e.g., vSechnen ‘all’, sam ‘alone’, veskery ‘whole’.

In contrast to Czech grammars (e.g., [13, pp. 221-222]), we do not distinguish
interrogative pronouns as a separate subtype because of their unclear distinction
from relative pronouns.

5.3 Possessivity and reflexivity

Several subtypes of the pronouns are introduced based on the feature of reflexivity
and possession. These features are characteristic of particular personal and relative
pronouns.

Besides gender and number of an object, possessive pronouns (for the 3™ person)
also express the number and gender of the possessor; €.g., jeho chalupy ‘his cottages’
(fem. pl., possessor: masc. sg.), z jejihoz domu ‘from whose house’ (masc. sg., possessor:
fem. sg.). This is why the 6" (possgender) and the 7" (possnumber) tag positions are also
filled; see the comparison with the other possessive pronouns which express only the
number of a possessor (e.g. muj dim ‘my house’ (possesor: sg.), nds diim ‘our house’
(possesor: pl.)) or nothing (e.g, hdji svoji pravdu ‘defends his/their truth”) in Tab. 9.

Reflexive pronouns express only a limited number of morphological categories.
Possessive reflexive pronouns only express agreement in gender, number, and case.
Gender and number of the possessor are not distinguished. Personal reflexive pronouns
express only case (e.g., mluvi o sobé (Loc.) ‘he talks about himself’; zatleskejte si
(Dat.) “‘give yourselves a clap’), cf. Tab. 9.
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Form Lemma Tag

mij diim mij PSYS1-Sl-——————
nas dim nas PSYS1-Pl-----—-
jeho chalupy jeho PI9XXXZS3-—————-—
z jejihoz domu jehoz P17ZS2FS3-—-—-——-—-—




Form Lemma Tag

héji svoji pravdu svij P8FS4—m——m
mluvi o sobé se P6--3-——————————
zatleskejte s7 se P7——3cm—m—

Tab. 9. Examples of possessive and reflexive pronouns

5.4 Clitichood

Some of the personal pronouns have a very wide set of forms. In addition to the
basic variants, they often have clitic (weak) variants used in specific syntactic
contexts (e.g., znd ho dobre ‘he knows him well’; dej mi to ‘give me that’, and
zatleskejte si ‘give yourselves a clap’) which have a special value of the 2™ tag
position; cf. Tab. 9 and 10. Distinguishing clitic forms at the 2" tag position violates
the principle that the 2" position is the same for the whole paradigm [7, p. 7]. This
exception follows from the historical development of the MorfFlex dictionary.

Form Lemma Tag

zna jen jeho on PEYS4--3—-——————
zna ho dobte on P52S4--3-———————
pro ného on PEZS4--3-—-———— 1
proi on PEZS4--3--——-p-
dej mi to ja PH-S3--1-——-——-
dej mné to ja PP-S3--1-—————-—

Tab. 10. Examples of personal pronouns

Furthermore, several pronouns (e.g., on ‘he’, jenz ‘who/what/which’) have
a special form when following a preposition (cf. znd jen jeho (Accus. sg.) ‘he knows
only him’ vs. pro ného (Accus. sg.) ‘for him’, or its rarely used form prorif). These
forms are marked at the 15% position of the tag (cf. Tab. 10).

6 CONCLUSION

Even in Czech linguistics, there are many approaches to these POS types, each
with its pros and cons. We have proposed one that primarily takes into account the
morphological aspect. In the multi-layer concept of language [15] applied to PDT-C,
syntactic and semantic properties are captured in higher layers. In the proposal under

¢ The form proii belongs to the so called “aggregates”, forms created by joining two or more forms.
Note the letter p (for the preposition pro) at the 14" tag position (in Tab. 10). For more details see [14].
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discussion, numerals and pronouns are sorted at the 2™ tag position according to
their morphological behavior combined with the traditional semantic classification.
The value of the 2™ tag position determines the type of declension (adjectival,
nominal, etc.) or the uninflected character of word, as well as what other
morphological categories are expressed in the given subtype.
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Abstract: This article reports on the quantitative corpus-based investigation into the
form-function interplay of the English detached adjectival construction with an explicit
subject. Taking Usage-based Construction Grammar as its theoretical framework, this paper
investigates the patterns of attraction of lexical items that appear in the main slots of the
grammatical construction. The data obtained substantiate the constructional status of the
construction and determine its semantic and functional specification in present-day English.

Keywords: detached clauses, Usage-based Construction Grammar, grammatical
construction, simple collexeme analysis

1 INTRODUCTION

The English detached adjectival clauses with an explicit subject can be
exemplified by the following sentences taken from the BNC-BYU corpus [1]:

1)  Tsu Ma looked up, tears filling his eyes, [his voice soft].
2) [Her glass empty], she accepted another from Lucenzo.

The syntactic pattern under study represents adjectival secondary predication of
syntactically independent configuration. It is part of a minimally bi-clausal structure
consisting of a matrix clause and an adjectival clause with its own explicitly
expressed subject, separated from the matrix by a punctuation mark. The syntactic
pattern has a fixed binary structure [NP XP], where (NP) is a secondary subject,
distinct from the subject of the matrix clause, and (XP) is a predicative group with an
adjective phrase (AdjP) as a secondary predicate. The pattern can be attached to the
matrix clause through augmentors (mostly with) or asyndetically. In a sentence, the
pattern performs the general syntactic function of an adverbial modifier elaborating,
extending, or enhancing the matrix proposition. Regarding the form, the obligatory
slots of the pattern are schematically represented as [gaug/aug][Subj][PredAdjP].

Although a considerable amount of research has been devoted to the English
non-finite clauses with an explicit subject ([2], [3], [4] to name but a few), no study,
however, has so far dealt comprehensively with the semantic and functional
properties of the detached verbless clauses, especially of the adjectival type, by
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conducting a quantitative corpus-based investigation. Based on empirical data drawn
from the BNC-BYU, this study focuses on the form-function interplay of the
analysed pattern to gain information about its constructional status and idiosyncratic
semantic and functional features in modern English usage.

2 THEORETICAL AND METHODOLOGICAL ASSUMPTIONS

2.1 Theoretical background

In our study, we follow the theoretical and methodological premises of Usage-
based Construction Grammar ([5], [6], [7]). This cognitive linguistic theory offers
a comprehensive way of analysing both general and idiosyncratic properties of
language units and recognizes frequency of occurrence as a factor influencing the
degree of their entrenchment in a speech community [8].

From the construction grammar perspective, we take for granted that English
detached adjectival clauses with an explicit subject are constructions since they
instantiate sufficiently frequent pairings of form and content (meaning/function). As
aclausal type of constructions, the pattern elaborates the meaning in a way of
discourse functions rather than coded semantics:

FORM: [@aug/aug][SubjNP][PredNF/VL]] «» MEANING: [...]JFUNCTION

The construction represents a node in a taxonomic constructional network of
English detached non-finite and verbless constructions with an explicit subject. The
network is organized around a constructional scheme, represented by a construction
of the highest level of schematicity and abstractness — macro-construction (dtcht-
SubjPredNF/VL—cxn).

In this study, we focus on the unaugmented (oaug) construction with AdjP as
a predicate (dtcht-oaugSubjPredAdjP—cxn), based on the constructs collected from
the BNC-BYU corpus. Adopting the usage-based perspective and applying the
quantitative method of collostructional analysis, we discuss distributional properties
of adjectives and nouns in the [Subj] and [Pred] slots of the construction as the
parameter reflecting functional dynamics of the syntactic pattern.

2.2 Corpus, data and statistical procedure

The analysis of the dtcht-oaug-SubjPredAdjP—cxn is based on authentic English
usage-data drawn from the well-balanced British National Corpus [1] in December
2020. The data were retrieved automatically using the BNC-BYU’s search engine. In
total, the queries yielded 857 tokens that were then checked manually to avoid
spurious hits and formally similar but functionally different constructions (e.g., Stir
the tomatoes, tomato pure, wine and seasoning and bring to a boil; “I’'m sorry about
your Mandy, Pat, heart sorry. We all are.”). False hits being removed, the database
included 376 tokens to analyse.
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The method utilized for quantitatively processing the data is taken from the
family of collostructional analysis developed by St. Stefanowitsch and A. Gries ([9],
[10]). The collostructional analysis is a set of quantitative procedures (the simple
collexeme analysis, the distinctive collexeme analysis, and the co-varying collexeme
analysis), aimed at investigating how strongly lexemes are attracted to particular slots
in a construction. Specifically, the simple collexeme analysis detects the collostructional
preferences of a particular constructional slot and helps to elaborate the meaning of the
construction. The method rests on the principle of semantic compatibility, i.e., “a word
may occur in a construction if it is semantically compatible with the meaning of the
construction” [10, p. 213].

To begin with, we applied the simple collexeme analysis to identify adjectives
that are significantly more frequent in the slot [Pred] of the construction since this
seemed to be the lexically more prominent, and hence linguistically more relevant slot.
The collexeme analysis of the predicate slot was further supported by the output of the
collexeme analysis of the nouns in slot [Subj]. The noun collexemes were analysed for
their contribution to amore precise semantic and categorial specification of the
adjective collexemes.

The calculations were performed using Coll.analysis 3.2a for R script [11]. The
script adopts a Fisher-Yeats Exact test to identify significant collocational patterns and
therefore yields reliable results even in cases of low-frequency tokens and is considered
one of the most precise collocational tests [9].

3  SEMANTIC ANALYSIS

The database of this study consists of 376 tokens. As it turns out, the construction is
of the highest frequency of occurrence among other types of English verbless detached
constructions with an explicit subject. This construction appears with a frequency of 3.75
per million words, making it at best a mildly frequent pattern in English (see Table 1).

Construction PredAdjP PredPP| PredAdjP PredNP
dtcht-unaug-SubjPredVL—cxn 3.75 3.04 0.57 0.54
dtcht-with-aug-SubjPredVI—cxn 2.34 3.51 1.87 0.12
dtcht-despite-aug-SubjPredVIL—cxn 0.08 0.01 0.1 0.04
dtcht-without-aug-SubjPredVL—cxn 0.01 0.05 0.06 -
dtcht-what with-aug-SubjPredVL—cxn 0.01 0.01 0.01 -
Total 6.19 6.62 2.61 0.7

Tab.1. Overview of the normalized frequencies of the tokens in the BNC-BYU

Out of 151 adjective types, 89 items are used merely once with the pattern.
They account for 58.94% of the total number of items in the construction. Lexemes

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 467



with low frequency are rather loosely associated with the pattern under study. At the
same time, hapax legomena, i.e., items with a token frequency 1, define a potential
productivity of the pattern. A bigger productivity ratio proves a higher potential
productivity of the syntactic pattern and means that a greater number of new types
will be produced based on the given constructional schema [12, p. 128]. The
estimated productivity ratio of the analysed construction is not high (0.24) and
signifies the pattern is of medium productivity in present-day English.

The token numbers suggest that at a lower level of abstraction the dtcht-oaug-
SubjPredAdjP construction subsumes some adjective-specific constructions, such as
dtcht-oaug-SubjPredwide—cxn, dtcht-oaug-SubjPredoutstretched—cxn, etc., and
anumber of adjective-group specific constructions, such as drcht-oaug-
SubjPredAdjP (DIMENSION/ PHYSICAL PROPERTIES/ SPEED/ COLOUR)-
cxn on a higher level of schematicity.

The collexeme analysis allows us to determine the semantic restrictions the
construction imposes on the lexical items filling its main slots. The results of the
analysis show that out of 151 adjective lexemes in the construction, 107 items
reveal a significant attraction to the pattern (coll. strength > 1.30103 = p<0.05) and
10 adjectives are repelled from it. It should be highlighted, that the lower the
p-value, the greater the probability that the observed frequency distribution of
adjectives is not random, and the greater the attraction between the lexeme and the
construction. The data suggest that only 49 lexemes reach the highest significance
level (coll. strength > 3 = p<0.001). The highest scores indicate that these tokens
most typically fill the slot [Pred] of the construction. Table 2 illustrates the first 10
attracted collexemes ranked according to the value of the collostruction strength.

Adjectives Coll.strength
1. outstretched 114.64
2. narrowed 86.66
3. clenched 77.99
4. closed 68.48
S. wide 57.93
6. bright 55.02
7. flushed 52.94
8. parted 46.42
9. expressionless 37.10
10. pale 34.87

Tab. 2. The top 10 significantly attracted adjective collexemes

The adjective collexemes are revealing of the semantic specificity of the
analysed pattern. The meaning of the construction’s collexemes is best comprehended
on the basis of semantic frames, i.e., schematic knowledge structures that provide
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important background knowledge of different types of events, relations or entities
and participants in them [13], that were retrieved from the FrameNet project. As
a frame element, an adjective is typically associated with the participant role
Attribute. Within the 49 adjective collexemes of the construction the following
semantic frames show up (presented in the order of collocation strength of adjectives
most strongly attracted to the construction).

The first set of adjectives is constituted by the lexemes outstretched (rank 1),
narrowed (2), clenched (3), closed (4), parted (8), etc. This set of items (10 lexemes)
can be understood with reference to the Body part posture frame specifying what
position or orientation the body or part of the body is in. This group predominantly
includes lexemes of V-ed form derived from the respective verbal bases (narrow,
clench, close), except for *outstretch.

The meaning of the adjectives bright (6), pale (10), ablaze (15), colourless
(43), etc. is understood within the Colour qualities frame (6 items) that contains
words nominating specific degrees of colour.

The set of adjectives wide (5), deep (36), huge (42) evoke the semantic fame
Dimension, concerning words that express an object’s measurement with respect to
some attribute.

The most numerous group of adjective collexemes is constituted by the lexemes
denoting a particular gradable attribute (fu// (13), stiff (16), dry (20), hard (29), etc.)
(11 items). This set of adjectives evokes the frame Measurable attributes, that
describes an entity with a particular scalar attribute.

Another group of collexemes is constituted by the adjectives (7 items)
expressionless (9), impassive (24), grim (19), wild (27), angry (36), etc., whose
meaning can be interpreted regarding the Emotions frame. This frame specifies
a particular emotional state of the experiencer, that may be indicted to an external
observer by a body part or gesture.

The next category of strongly attracted adjectives (7 items) includes lexemes
such as untouched (17), unbrushed (46), unkempt (47), bloodshot (38), etc. These
adjectives describing salient parts of ahuman body instantiate a schematic
knowledge structure Body description_part.

The adjectives husky (14), hoarse (18), harsh (23), muted (45) are understood
within the semantic frame Sound level that describes entities judged by some sound
level attribute.

As any semantic classification, the inclusion of adjectives into a semantic frame is
not exclusive, an adjective may be attested to more than one frame because it is employed
in more than one way. To maximize the precision of the semantic analysis of the
adjectives associated with the slot [Pred] we carried out a collexeme analysis of common
nouns in the slot [Subj] of the pattern. The analysis is expected to detect whether there
are any constraints to be found on the construction’s subject referents. Table 3 presents
the top 10 out of 28 significantly attracted noun collexemes (>3=p < 0.001).
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Nouns Coll.strength
1. eye 213.31
2. face 71.33
3. voice 44.99
4. arm 4431
5. mouth 40.30
6. expression 26.83
7. hand 21.86
8. tone 20.29
9. fists 18.89
10. cheek 18.00

Tab. 3. The top 10 significantly attracted noun collexemes

The output of the collexeme analysis proves that the construction is highly
restrictive regarding nouns in its subject position. All strongly attracted nouns evoke
the Body parts frame that contains somatisms, i.e., nouns naming limbs and their
parts (arms, hands, fists, legs), external parts of the body (face, ears), and their
constituent parts (eyes, mouth, cheeks, lips) or features (expression, features), and
other elements of the human anatomy (voice, gaze, tone, breath). Thus, the subject
slot of the dtcht-oaug-SubjPredAdjP construction is typically filled with inanimate
non-volitional nouns. The referent of the construction’s subject appears to be
partially coreferent with the referent of the matrix subject (95% of all tokens),
instantiating meronymic (whole-part) relations. Being exclusively modified by
possessive pronouns his, her, their, its, my, our, your, the construction’s subject
referents nominate unalienable entities, namely parts of the body, of the matrix
subject referent.

It becomes evident that the strongly associated adjectives functioning as
predicates of Body part subjects also reflect corporeal semantics, referring to the
properties of a human being, describing and expressing physical characteristics,
dimensions or position of a body and body parts, denoting human emotions and
feelings. They are typically stage-level adjectives that render temporary properties
of the subject referent. It does not mean that individual-level adjectives are
impossible in the pattern. In the corpus sample, there are instances of adjectives
that denote long-standing features of an entity. When attracted to the construction,
these lexemes reveal statistically insignificant collostruction strength (e.g., black
(coll. strength = 0.94), obvious (0.72), blue (0.60)), otherwise they are repelled by
the pattern. The 10 repelled adjectives are good, long, important, big, white, clear,
easy, happy, serious, and dead. One of the possible explanations why these
adjectives are not common in the predicate slot of the construction can be their
descriptive semantics that conditions their preferable occurrence in the prenominal
position.
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The results of the simple collexeme analysis carried out separately for adjectives
and nouns occurring in the dtcht-oaug-SubjPredAdjP construction reveal that the
pattern exhibits distinct semantic preferences for the lexemes in its subject and
predicate slots.

4 FUNCTIONAL SPECIFICATION

The functional specification of the dtcht-oaug-SubjPredAdjP construction is
primarily determined by the lexemes filling its [PredAdjP] slot since this slot seems
to be the most informative. The pattern attracts adjectival lexemes of two types,
adjectives genuine (wide, open, pale, husky, etc.) and adjectival past participles
(narrowed, clenched, curved, untouched, etc.).

Syntactically, adjectives are used in two types of context: as pre- and
postnominal adjectives (non-predicative and predicative, respectively). Predicative
adjectives reflect temporary states or specific events while non-predicative adjectives
express semantically permanent or characteristic features of the noun they modify
[14, p. 81]. The adjective collexemes of the analysed construction represent
a predicative type. Occurring in the slot [Pred] the stage-level adjectives ascribe
atemporary or stage-like state to the subject referent. The whole construction
acquires stative reading, where a state is rendered as holding for a while rather than
being ascribed to the subject referent. Individual-level adjectives, though not
statistically attracted but still not uncommon in the pattern, in predicate position
might bleach their individual reading and acquire a more temporary character,
coerced by the construction, as in (3).

3) John of Gaunt looked up abruptly and stared like a hungry cat at Athelstan,
his eyes yellow, hard and unblinking.

Past participles in English are analysed in terms of passives and subdivided into
verbal passives and adjectival passives [15, p. 36]. Contrary to verbal passives,
expressing canonical events where “an agent acts on a patient to induce a change of
state” [16, p. 357], stative passives are qualified as unambiguously adjectival [3, p.
1440]. The verbal passive portrays the event as dynamic in which the entity is
depicted as the Patient, while the stative passive construes the state of the entity
resulting from the action denoted by the verb. This entity carries out the semantic
role of the Theme, i.e., “‘what is in a state or in a change of state’ [5, p. 428].

The past participles in the predicate slot of the construction are “stative-adjectival”
(V-ed) participles, generally profiling the final state of the process denoted by their
verbal basis. Their adjectival status is confirmed by such diagnostic tests:

1) the absence of the verbal base of the participle and the use of the prefix un-
activating the meaning of “the event that did not take place” [5, p. 427] (such as
*untouch, *unbrush);,

2) the unaccusative verbal base (narrowed, muted, closed);
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3) the participles can be potentially modified by quantifiers (more/most, too,
very).

Within the adjectival participles a specific un-V-ed type (untouched, unbrushed)
should be discussed. This un-participle qualifies the state of the subject referent as
‘not being exposed or subjected to V’, i.e., astate due to the absence or non-
occurrence of an action [5, p. 428].

The presented considerations are in accord with the usage-based construction
grammar tenet of iconicity relations between a construction’s form and meaning ([6],
[7]). Occurring in the predicative position of the construction under scrutiny, the
individual-level adjectives attribute some (temporary) property to the subject referent,
while stage-level adjectives and adjectival participles (V-ed and un-V-ed) induce
a stative reading and ascribe a state to the subject’s referent. More specifically this
state can be further qualified as a temporary state (construed by stage-level adjectives),
a state resulting from an action (construed by V-ed adjectival past participles), and
a state due to the absence an action (construed by un-V-ed adjectival past participles).
Thus, the stage-level adjectives and adjectival participles in the pattern’s predicate slot
are deemed as subject-oriented depictives construing a property or state that holds of
the entity during the event time of the matrix predicate.

The conducted analysis shows that the dtcht-oaug-SubjPredAdjP construction
is not functionally homogeneous. We can identify two functions of the pattern:
depictive and attributive, with the respectively construed properties and states of the
subject referents. The attributive function is exemplified in (4).

4) Too late -- Perdita, her face ashen, her black eyes blazing, had a pitchfork
poised a foot from Raimundo’s capacious buttocks.

The construction elaborates on the matrix subject referent, specifying,
describing or clarifying it through the exemplification of the property ascribed to its
subject referent. The depictive function is represented by such instantiations as

5) She gasped and stepped back, her face pale.

6) Her breasts heaving, her throat dry, she strained tensely to release herself.

In these examples, the construction extends and enhances the main event
construed by the matrix predicate by providing additional (new) details through the
description of a (temporary/resultative/absent) state of its subject referent.

The depictive function can be considered prototypical due to its higher ratio in
the analysed sample (354: 22). The attributive function is more peripheral,
represented by a significantly lower number of its examples in the research database.

High collocational strength of nouns evoking Body parts frame (eyes (rank 1),
face (2), voice (3), etc.) can be attributed to the specific distribution of the drcht-
oaug-SubjPredAdjP construction in modern English usage. The corpus data suggest
that the pattern is predominantly observed in the written discourse, especially in
narrative/literary texts. The construction is exceptionally prominent in fiction
(86.62% of all the tokens), where it serves as effective means of packing descriptive
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information and providing additional details to the event in the matrix clause.
Particularly in fiction somatisms provide information about the object they nominate
and indirectly render various emotional, psychological, and physical properties or
states of an individual [17, p. 3454].

With the prevalence of Body parts nouns in the slot [Subj], only a part of the
matrix event is profiled. The referents of the subject in the investigated construction
expressed by inanimate nouns (parts of a human body) are construed as Themes of
states rendered by the adjectival predicate of the pattern, with the Agent/Experiencer
represented by the matrix subject.

5 CONCLUDING REMARKS

The results of the quantitative corpus-based analysis of the form-function
interaction of the English dtcht-oaug-SubjPredAdjP construction suggest the
following tentative conclusions.

The construction at hand instantiates adjectival secondary predication of
syntactically independent configuration. This pattern is amildly frequent
construction, exhibiting medium productivity in present-day English.

The English dtcht-oaug-SubjPredAdjP construction displays a notable
consistency in attracting nouns and adjectives of certain semantics to fill [Subj] and
[Pred] slots. The quantitative corpus linguistic method of collostructional analysis
has proved to be efficient for detecting highly attracted items revealing of the lexical
preferences of the construction.

The investigated construction is linked with two functions. The instances of the
constructions where the predicates ascribe properties to their subject referents,
construing them as carriers of properties are indicative of the pattern’s attributive
function. The instances where the predicates ascribe a state to their subject referents,
construing them as entities in a (temporal/resultative/absent) state represent the
pattern’s depictive function. The depictive function is viewed as prototypical, while
the attributive function is more peripheral.

The functional specification of the analysed construction is conditioned by its
register distribution. The syntactic pattern predominates in narrative/literary texts
and utterly prevails in fiction, where it serves as a means of rendering information
about the properties and states of the matrix subject referents. The subject referents
denoting body parts express inalienable property, representing partially coreferential
relations with the matrix subject referents. Being predominantly modified by
possessive pronouns, the constriction’s subject referents manifest pertinence
relations with the subject referents of the matrix clause.

This study is of a preliminary character since the findings are obtained on the
limited research material. Further more extensive corpus-quantitative research of the
unaugmented construction and constructions introduced by the augmentors with,
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without, despite, what with would be needed to achieve more reliability and
corroborate the data received.
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Abstract: Text readability metrics assess how much effort a reader must put into
comprehending a given text. They are, e.g., used to choose appropriate readings for different
student proficiency levels, or to make sure that crucial information is efficiently conveyed
(e.g., in an emergency). Flesch Reading Ease is such a globally used formula that it is even
integrated into the MS Word Processor. However, its constants are language-dependent. The
original formula was created for English. So far it has been adapted to several European
languages, Bangla, and Hindi. This paper describes the Czech adaptation, with the language-
dependent constants optimized by a machine-learning algorithm working on parallel corpora
of Czech and English, Russian, Italian, and French, respectively.
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1 INTRODUCTION

This study describes a machine learning-based approach to adapting the widely
known Flesch Reading Ease [1] formula to Czech, based on a parallel corpus [2].

A written text is always a message conveyed by the author to the recipient
without real-time interaction. Therefore, the author must assess the intended reader
well, regarding their knowledge of the topic and contexts, but also their reading
comprehension skills. This is immensely important, whenever lives and health,
security, democracy, or property are at stake.

This is where the concept of readability comes into play. DuBay [3, p. 6] has
summarized its most prominent definitions: ,readability is the ease of reading
created by the choice of content, style, design, and organization that fit the prior
knowledge, reading skill, interest, and motivation of the audience®. Particularly in
the English-speaking community, quantitative assessment of readability has been
worked on since the early 20" century. The 1980’s have already seen over 200
different readability formulas, with over a thousand studies attesting to their strong
theoretical and statistical validity [3].

One of the most common readability formulas is Flesch Reading Ease [1],
which is even implemented in the MS Word editor. On a scale from 0 to 100, it
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measures the ,.ease” of the text, using general features such as average length of
sentences in words and average length of words in syllables, and a few constants.
However, these constants are language-dependent. Slerka and Smolik [4] found out
in their pilot experiment that the Flesch Reading Ease was associated with the
intuitively perceived linguistic complexity of different text genres even in Czech.
However, the scores would not fall between 0 and 100. Due to inflections and the
absence of articles, both making the average Czech word longer than English, any
natural Czech text would score as difficult. Even common newspaper texts reach
negative values, beyond the extreme difficulty end of the English scale.

This study will (1) introduce a selection of tools assessing diverse complexity
features of Czech and other, mainly Slavic, languages; (2) describe the Flesh Reading
Ease formula and its existing language adaptations; (3) describe the data and its pre-
processing to derive the Czech parameters for Flesch Reading Ease; (4) describe the
experiment; (5) report and interpret its results. Its goal is to offer a Czech-tailored
replacement for the original English-based Flesch Reading Ease for the assessment
of the readability of Czech texts.

2  RELATED WORK

2.1 Tools

There are numerous online tools to assess readability of English texts by diverse
formulas. Nevertheless, this section will only list tools that were immediately
relevant for this study. These are mostly tools tailored to Czech or Polish, and
a multilingual tool that is still in development.

One of the most inspiring tools is EVALD [5], which primarily assesses text
cohesion and coherence in pupils’ essays, predicting the grade given by teachers. It
is partly based on international readability formulas Flesh Reading Ease [1], Flesch-
Kincaid Grade Level Formula [6], Coleman-Liau index [7], SMOG index [8], but
none of them has been adapted to Czech. Apart from the cohesion/coherence
assessment, EVALD has also been trained on Czech texts written by foreigners to
guess the CEFR [9] proficiency level of their authors [10].

Another text assessment tool for Czech is QuitaUp [11], which mainly captures
stylometric characteristics such as TTR, h-point, entropy, or word distance.

However, neither is a dedicated readability tool like e.g., the Polish Jasnopis
[12], which combines statistical features with empirically measured reading
comprehension.

Eventually, a multilingual readability assessment platform is in development
(Common Text Analysis Platform — CTAP) [13]. It aggregates 600 textual features
ranging from syllable count to lexical sophistication tailored to the languages
currently represented: English and German. Other languages being worked on are
Italian, French, Portuguese, Greek, and Czech.
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3  FLESCH READING EASE

3.1 The original English formula
Flesch Reading Ease, presented by Rudolf Flesch [1], is defined as follows:

FRE =206.835 — 84.6 wl — 1,015 sl',

where FRE = Flesch Reading Ease
wl = average word length in syllables
sl = average sentence length in words.

Henceforth I will refer to exact values as coefficients, while calling the variable
formula elements parameters.

The results of Flesch Reading Ease virtually always fit within the range of 0 —
100. The higher the score, the higher the “ease,” that is, the more its complexity
decreases, and the lower education is expected in the reader to be well equipped to
comprehend the text.

Flesch interprets these results in the book The Art of Readable Writing [14] as
follows:

EI:::(;ICI:)%e Style Description Estlma(t;(:uieadmg

0 to 30: Very Difficult College graduate

30 to 40: Difficult 13" to 16" grade

50 to 60: Fairly Difficult 10" to 12" grade

60 to 70: Standard 8" and 9" grade

70 to 80: Fairly Easy 7" grade

80 to 90: Easy 6" grade

90 to 100: Very Easy 5" grade

Tab. 1. Flesch Reading Ease Index interpretation

When computing this formula, Flesch was drawing on a formula he had
invented in 1943. He skipped affix counts since they had proved troublesome to
count for the formula users. Instead, he transformed this feature into syllable count,
which he considered more mechanical and thus less error-prone [15]. However,
Flesch used the omitted counts to determine the coefficients.

' T am quoting the paper A New Readability Yardstick [1] from DuBay’s compilation of readability
studies Unlocking Language: The Classic Readability Studies [3], where the decimal separator is
misplaced (FRE = 206.835 — 84.6 wl — 1.015 sl), whereas the formula correctly reads FRE = 206.835 —
84.6 wl— 1,015 sl.
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3.2 Language mutations of Flesch Reading Ease

Even formulas that use very generic features are as heavily language-dependent, as
languages differ with respect to their phonological, morphological, and syntactic features.
Individual languages need individual formulas. This also even applies to Flesch Reading
Ease. Guryanov et al. [16] interpret its parameters as follows: WL (word length as the
ratio between total syllables and total tokens) renders the information load of the text;
short words make the text less informative than long words. SL (sentence length as the
ratio between total words and total sentences) reflects cohesion; that is, cohesion
decreases with the sentence length. This difference is language-dependent. I. V. Oborneva
[17] observed that an average English word has 2.97 syllables, while an average Russian
word has 3.29 syllables. This necessarily affects the coefficients; the more so if the results
are supposed to span the same scale and be cross-linguistically comparable.

Currently there are formulas for Italian, French, Spanish [18], German [19],
Russian [17], and Danish, as well as for Bangla and Hindi [20]. Garais [18] also
mentions a Japanese formula, but the source is not sufficiently quoted.

The formulas were designed at different times, with different methods available
then. The more recent formulas draw on machine-learning algorithms run over large
data, including parallel corpora, while older formulas are based on sophisticated
calculations.

For French, the first Flesch versions were calculated in 1958 [21] and 1963 [22],
to be replaced by a third version [23], which is still in use [24]. Despite extensive
research, unfortunately limited to the English-written literature, I have failed to find
this current version for French and had to resort to the 1958 version [21].

FRE(French) =207 — 1.015( total words/total sentences ) — 73.6( total syllables/
total words )

The first version of the Russian formula was designed by Matkovskij in the
1970°s. Matkovskij grounded his formula in the fact that Russian words have, on
average, more syllables than English words and, therefore, he replaced one of the
parameters with the number of tokens that have more than three syllables
(Matkovskij, 1976 in [25]).

FRE(Russian_mod)= 0.62( total words/total sentences ) + 0.123 X3 + 0,051

where X3 = the percentage of tokens with more than three syllables.

A more recent Russian version came from Oborneva in 2006. As already
mentioned above, Oborneva based her calculations on the difference in number of
syllables in Russian and English words [16], drawing on Slovar russkogo yazyka pod
redaktsyey Ozhegova (39174 words) and Muller English-Russian dictionary (41977
words). In addition, she analyzed six million words of parallel Russian-English
literary texts [16], her work resulting in the following formula [17]:
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FRE(Russian) = 206.835 — 1.3( total words/total sentences ) — 60.1( total
syllables/total words ).

4 DATA

The experiment is based on a cross-lingual comparison of parallel texts;
therefore I used data from the InterCorp parallel corpus ([26], [2]). This corpus has
Czech as the pivot language: all texts have a Czech version, which is manually
sentence-aligned with at least one different language. Foreign languages are never
directly aligned with each other, but through Czech. The Czech texts are both
original texts, as well as translations. Among foreign texts, originals or translations
from Czech were preferred during the acquisition, but translations from other
languages are present as well. The corpus primarily comprises fiction, but also non-
fiction and legal texts from the multilingual official production of the EU bodies.
Tab. 2 shows the distribution of selected languages in InterCorp.

Language Czech English Russian French Italian
Total of texts | 586 348 128 233 136

Total of 3719974  |2364684  |855584 1160089  [992 008
sentences

Total of tokens |43 446 132 |33 190 659 |9 449 802 18921311 | 14 466 499

Tab. 2. Distribution of the data used

5 METHOD

This section describes the actual experiment. Its goal was adaptation of Flesch
Reading Ease to Czech and assessment of its validity by comparison with formulas
for other languages.

The parameters of the Flesch Reading Ease formula are counts of words, syllables,
and sentences. The InterCorp data came as XML files with tokenization and sentence
splitting. I tested the sentence splitting with UDPipe [27], with no resulting corrections.
I used the same method to count words and sentences in all languages.

On the other hand, syllable counting required individual language-specific scripts,
since the phonotactic rules, as well as phoneme distributions, are language-specific.
My syllable-counting scripts were based on a syllable-counting script by David Lukes
from the Institute of the Czech National Corpus, which considers the pitch (a vowel,
diphthong, or a syllabic consonant), rather than syllable boundaries. Another option
was using the PyHyphen library?, as done for instance in Jasnopis [12], but my rule-
based scripts were giving better results in manual sample checks. However, both
approaches had problems counting syllables in French. The complexity of French

2 Available at: https://pypi.org/project/PyHyphen/.
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syllable counting can explain worse experiment results for French. When processing
Russian, I considered only vowels to form syllables, drawing on [25].

Figure 1 shows the curves of the language specific FRE scores on parallel texts
from InterCorp. Considering the English curve the reference, the Russian FLE fits it
far better than the French and Italian. This implies that the Italian and French
formulas, at least in my implementation, are less suitable to train the Czech formula
adaptation than Russian, to achieve the best possible fit to English.

Flesch Reading Ease in its language-specific adaptations

Flesch Reading Ease

I I A T N T S S B B B S S S B B S B B B B AR A
Documents

. 1. Flesch Reading Ease in its language-specific adaptations. Solid line _ for English, dotted
line ... for Russian, dashdot line for French and dashdash line for Italian

Fi

=
as

To quantify the deviations seen in the plot in Fig. 1, I computed the RMSE
(Root Mean Squared Error, a standard deviation evaluation in machine learning) of
each language-specific FRE to the English FRE on English (Tab. 3). The French and
Italian RMSE are indeed substantially higher, as expected based on Fig. 1.

RMSE
English —
Russian 5.100
French 10.518
Italian 12.991

Tab. 3. Root mean squared error for every language-dependent FRE used on Czech documents
compared to English FRE used on the corresponding documents in English

The scatterplot in Figure 2 shows the FRE curves of Czech documents
computed with the individual language-specific formulas; that is, the English,
French, Italian, and Russian FRE for each Czech document, distinguished by the
point shape. The solid line shows the English FRE of the corresponding English
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versions of the Czech documents, as a reference of accuracy. The documents (on the
X-axis) are ordered according to the English FRE of their English versions. There is
an observable difference between the reference English curve and the curve
representing the English FRE on the Czech documents. The original English FRE
formula presents the Czech texts almost twenty points lower, which says that the
Czech texts are two reading proficiency levels more difficult than their English
versions.

Without fitting FRE to Czech, the best language-dependent formula to use
would be the Russian one. It can certainly lie in the closeness of these two languages,
but it can also be attributed to the worse fit of the French and Italian formulas to the
English original (cf. Fig. 1).

Flesch Reading Ease national formula computed from CZECH data

Language
o en
x fr
v

«m

Flesch Reading Ease

Documents

Fig. 2. Language-specific Flesch Reading Ease formula computed on Czech data. Solid line _ for
English as the reference value

To find the optimal parameters for Flesch Reading Ease, I used the optimize.
curve_fit algorithm from the SciPy library [28] with Russian and English separately.
I neglected French and Italian due to their substantially worse fit to English. On
input, the algorithm got FRE values of the individual Czech documents computed
with the corresponding formula for the reference language. The algorithm compared
these values with the values of the corresponding documents in the corresponding
foreign language. The outcome was two different FRE functions for Czech.

I repeated the experiment with documents chunked into 100-sentence batches
to increase the number of observations. The English and Russian inputs increased
from 348 observations to 19,722 and 128 to 6,138 observations, respectively.
However, this has not affected the best fit made on Russian texts, shown in Tab. 4.
The best result was obtained using whole Russian texts as reference with RMSE
3.748 on test data.
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RMSE
Text types (number) FRE for CZECH test data
EN texts (347) 206.835 — 1.424(©00Words/ | ences ) — 03.920( torsyliables ) 6.039
EN parts (19 722) 206.835 — 1.672( 10Words/ | ences ) — 62.182(torsvllables/ = ) 4.639
RU texts (127) 206.835 — 1.388( 1"/, ontences ) — 03.090( totsvllables/ &) 3.748
RU parts (6 138) 206.835 — 1.514( 10vords/ | ences ) — 60.096( orsylladless - ) 4.363

Tab. 4. Version of Flesch Reading Ease for Czech language and the RMSE computed for test data

For the final evaluations, I merged the train and test data for English, Czech, and
Russian, respectively, and computed the RMSE between the Czech FRE and English
FRE, as well as the RMSE between the Russian and the English FRE. The Czech-English
RMSE is 5.067, which is better than RMSE for Russian and English with 5.100 (Tab. 5).

RMSE
English —
Russian 5.100
French 10.518
Italian 12.991
Czech 5.067

Tab. 5. Root mean squared error for every language compared to English

Figure 3 confirms that the Czech language specific FRE on Czech texts is
closest to the English FRE on English texts from all available language specific
FREs on their languages.

Flesch Reading Ease in its language-specific adaptations including Czech

Flesch Reading Ease

Documents

Fig. 3. Flesch Reading Ease in its language-specific adaptations including Czech. Original lines
from Fig. 1 are thin, while the one for Czech formula -- is thick
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6 DISCUSSION

Although the parallel corpus is relatively small and it is not balanced, the Czech
formula superseded the (obsolete) French and Italian formulas. The relatively poor
fit of the French and Italian formulas to English compared to Russian in this exercise
can be blamed on possible conceptual errors in my syllable-counting scripts, while
the fit on Russian was so much better because substantial syllable-conceptualization
differences are very unlikely in this language pair. I have reached the maximum
possible fit given the available data and language-dependent formulas.

This work is part of a larger project. The Czech adaptations of this and other
readability formulas and features are to be implemented in CTAP [13]. The script is
freely available at GitHub [29].

This entire approach naturally draws on the assumption that translations have
the same readability as originals. Good translations are supposed to be semantically
and stylistically faithful, as well as idiomatic. Given that InterCorp comprises mainly
professionally published fiction and official multilingual documents, the translation
quality is maintained.

The statistics (word and syllable counts) on which the current FRE is based are
seemingly primitive, but Flesch himself proved them to strongly correlate with much
more sophisticated statistics he had used earlier. In the original formula versions,
Flesch made use of the contemporary psychological and pedagogical knowledge and
found text features to reflect how “conversational”, “personal”, and “interesting”
a text passage be, considering also text cohesion by counting pronouns, personal
names, and nouns referring to humans. Besides, he accounted for the conceptual
complexity (abstraction) by counts of lexical derivatives [15, p. 101]

These units are so essential for the content that they do not leave much room for
deviation between languages. This suggests that, although their counts will be
different in translation pairs (e.g., pronouns between a pro-drop and non-pro-drop
language), their distributions within each language will be similar. The dissimilarity
creates the documented error margins of the individual formula adaptations.
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Abstract: This paper presents a synchronic and diachronic computer corpus of
Makarska littoral dialects. This corpus was created as part of the project to explore the
ikavian neostokavian dialects of the narrow coastal area in Croatian region of Dalmatia
around the town of Makarska. The dialectological characteristics of the dialects studied are
briefly presented first, followed by presentation of the digital system. The system is logically
organized in first part as a corpus of literary texts created from 1729 to 1803 and digitally
processed, and in the second part from the materials collected through dialectological
questionnaires prepared and methodologically adapted as part of the creation of the Croatian
Linguistic Atlas. Methods of collecting linguistic data, method of input into the digital form
and methods and possibilities of data processing will be explained. Based on the input and
search strategies within the system, the examples will prove the origin of the dialects of the
Makarska littoral to be that of the ikavian neoStokavian dialect described in the dialectological
literature. This computer-based principle of work is a novelty in Croatian dialectology which
has not been digitally processed so far and offers a basis for future dialectological research.
This platform can be used in order to shorten the time of data processing and to analyse them
more systematically and more efficiently. So far, there has been no such digital repository
for any Croatian speech. This project represents a thorough synchronic and diachronic study
of one rounded language area.

Keywords: spoken corpus, corpus design, computer corpus, dialect corpus, dialectology,
Stokavian

1 INTRODUCTION

In 2016, a scientific research project was registered in Croatia with project
manager Ivana Kurtovi¢ Budja, PhD. The project applied to the Croatian Science
Foundation for its funding, and its aim was to conduct dialectological research at the
designated points and to record material that will be archived physically and digitally.
The default points are located in the Makarska littoral in Dalmatia, Croatia’s southern
region. The dialects of this area belong to the Stokavian dialect, one of three Croatian
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dialects (Stokavian, Cakavian, kajkavian). The characteristics of this dialect with
confirmations obtained on the ground will be briefly described in the paper, and the
entire material will be computer-processed and entered into the synchronic and
diachronic computer corpus which will be accessible online and searchable in
synchronic and diachronic mode and also searchable by different language criteria
with audio recordings from native speakers.

2 RESEARCH OBJECTIVE AND METHODOLOGY

The aim of the project is a study from the historical linguistic aspect which will
monitor specific Makarska littoral linguistic lines. The monitoring process is based
on the corpus of old texts from the Makarska littoral, therefore, it will enable the
analysis of continuity of the language from the oldest written monuments until
nowadays. In addition, a sociolinguistic survey on the attitudes the young speakers
have towards the local dialect and a dialect analysis according to different age groups
and education levels will be conducted. The dialects of Brela, Podgora, Makarska,
Igrane, Zaostrog, Zivogoéc’e, Baska Voda, Gradac, Promajna, Tucepi, Drvenik,
Dragnice were studied. Apart from them, as control points, the dialects of Zrnovnica,
Zadvarje, Ras¢ane, Maslinica, Sumartin, Sucuraj, RaciSc¢e, and the three Croatian
idioms in Molise (Italy) on phonological, morphological, syntactic, and lexical level
will be conducted. Informants, i.e., speakers of organic idioms, i.e., examinees, were
audio recorded and questionnaires containing demographic data on informants were
manually filled in. Each speech was then dialectologically described, materials were
prepared for the synchronic part of the corpus, as were representative samples of the
recorded natural idiom of every location to be used as a material basis for the spoken
language corpus. Selected texts from the Makarska littoral, created from 1729 to
1803, were prepared for the text corpus.

The research was organised in several phases and at several levels; the
dialectological research is carried out by finding reliable informants who are
examined according to the standardized questionnaire for the Croatian Linguistic
Atlas. All of the recording is approved by the informant with the statement of
approval for participation in the project. Sociolinguistic research is conducted
using also the method of field research, filling out questionnaires and processing
materials. Historical linguistic and textological research is conducted on the basis
of scanned and transcribed materials. Together, everything is prepared for entry
into the synchronic and diachronic corpus of Makarska littoral dialects. The
obtained results will be computer-processed and searchable according to
phonological, morphological, and syntactic characteristics from a synchronic and
diachronic aspect, which will demonstrate the continuity or discontinuity of each
of the idioms.
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3 AREA OF RESEARCH: GEOGRAPHICAL AND DIALECTOLOGICAL
FEATURES

3.1 The Makarska littoral

In history, the Makarska littoral was a closed geographical and political unit
because of its geographical location. It extends along a narrow coastal area of sixty
kilometers in the Croatian region of Dalmatia.

3.2 Dialectological features

The Makarska littoral dialects belong to ikavian neostokavian dialect [1] (Fig.
1). This dialect borders the eastern Herzegovinian and the neoStokavian ijekavian
dialect on the south, and on the sea, just opposite to the Makarska littoral, there is the
south-Cakavian or ikavian cCakavian dialect. The western Bosnian-Herzegovinian
dialect, i.e., the ikavian Stokavian dialect, is one of the seven Stokavian dialects [2].
The largest ikavian $tokavian unit consists of western Herzegovina, the Dalmatian
mainland, a part of Lika and parts of western and central Bosnia. Today’s borders of
this dialect were set after the 15" century, in the third period of Croatian language
development [3], when Turkish breakthroughs triggered large migrations in the
population. For these nonlinguistic reasons, the dialects of today’s ikavian Stokavian
dialect span larger and smaller unconnected regions. It was part of the western-
Stokavian dialect of the Croatian language, which fell apart after the Ottoman
conquest.

The neostokavian dialects are marked by the so-called neostokavian language
innovations in many dialects. It is about the neoStokavian accentuation (four-
accent system), and mainly a systematic transfer of falling accents toward the
beginning of the word and to proclitics (Nsg. oko, Lsg. it oku). The letter / in final
position gave way to o or a (inf. biti, r. pr. m. sg. bija), the letter & is lost (in
standard Croatian Ardst (‘oak’), in dialect Nsg. rdsf). Jat is ikavian (in standard
Croatian mlijéko (‘milk’), in dialect Nsg. mliko). The researched dialects are
S¢akavian (in standard Croatian iskati, traziti (‘to look for’), in dialect 3. pl. praes.
15¢i). The letter -m in final position in suffixes and in inflectional words changed
to —n. Numerous romanisms as well as turcisms are present in the vocabulary [4].
The group ra has two versions; ra (in standard Croatian rdsti (‘to grow’), in dialect
inf. rast (Baska Voda)) and re (in standard Croatian rdsti (‘to grow’), in dialect inf.
rést (Brela)). The phoneme /4 is lost or rare mainly everywhere, and usually
switches toj (in standard Croatian grijéh (‘sin’), in dialect Nsg. grij), v (in standard
Croatian buha (‘flea’), in dialect Nsg. buva) or disappears in the initial position (in
standard Croatian 4lad (‘shade’), in dialect Nsg. Ldd) [5]. All these more distinctive
features, as well as many other specific features for this dialect, can be attested for
in the corpus, which achieves one of its objectives to make it digitally easily
available for dialectological research.
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Fig. 1. Map of §tokavian dialect with the Makarska littoral marked as follows ([6], [7])
(dialects in the map legend from top to bottom: neostokavian ikavian, neoStokavian ijekavian,
neoStokavian ekavian, slavonian, eastbosnian, zetski)

4 DESIGNING THE SYNCHRONIC AND DIACHRONIC
COMPUTER CORPUS OF MAKARSKA LITTORAL DIALECTS

4.1 Collecting materials

The material constituting the corpus consists of data collected from the
questionnaire for the Croatian Language Atlas, old texts from the area of the
Makarska littoral, and the control texts of other dialects. The texts currently in the
digital corpus are Hvarkinja by Martin Benetovi¢ (around 1550-1607), Bogoslovje
diloredno by Antun Kadci¢ (1686—1745), Deset pokorni razgovora by Ivan Jozip
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Pavlovi¢ Luci¢ (1755-1818) and Sarod Rakitichah by Petar Rakiti¢. The project
contains further old texts which have been processed in optical character
recognition program (OCR), then manually examined for errors. Those texts are
Razgovor ugodni naroda slovinskoga (1756) and Korabljica (1760) by Andrija
Kaci¢ Miosi¢, Tridentinskoga sabora naredbe (1790), Commentarii morales (1793)
and Dvi bogoljubne pofale (1803) by Ivan Jozip Pavlovi¢ Luci¢. The basis for
having those texts in corpus is the birthplaces of the authors which are in Makarsko
primorje region. Exceptions are Hvarkinja by Martin Benetovi¢ and Sarod
Rakitichah by Petar Rakiti¢. Those two authors are not from the region, neither are
the texts written in the dialect of Makarsko primorje region. They have been
chosen as control texts. Sarod Rakitichah is Stokavian text of other area, not the
same as in Makarsko primorje. Hvarkinja is a renaissance commedia ridicolosa but
with many features common to commedia erudita. It has been chosen as a control
text of another dialect but also because one of the characters in the drama is from
Makarsko primorje region and speaks in its own vernacular. The idea for organizing
the old text corpus, selection of texts and all the major work has been done by
Jurica Budja, PhD, an associate on the project. Budja has also reedited Deset
pokorni razgovora and wrote the introductory study. The plan is to do the same
with all the old texts, i.e., books. All of the mentioned texts are part of the all-
Croatian corpus, a much bigger set of texts from different authors, regions,
dialects, and periods.

4.1.1 Language materials of the Croatian Language Atlas

Croatian local dialects were explored for multilingual atlases: the General
Slavic Linguistic Atlas (28 points), the European Linguistic Atlas — Atlas linguarum
Europae and the Central South Slavic Dialectological Atlas (called the Croatian-
Serbian Dialectological Atlas) (236 points). In 1996, the Croatian Language Atlas
(HJA) project was initiated at the Institute of Croatian Language and Linguistics, for
which a network of 399 points of Croatian dialects (101 ¢akavian, 110 kajkavian,
188 Stokavian) is envisaged [8]. The Croatian Language Atlas is a set of descriptions
of Croatian dialects. The descriptive material was collected by systematic field work,
that is, audio and written recording of language status at points in Croatia and
locations outside Croatia in which Croatian language is spoken. Researchers, most
often dialectologists, in conversation with the informants record linguistic
characteristics which are agreed in advance and according to which the field
conditions on the phonological (F or f), prosodic (P or p), morphological (M or m),
word formation (T or t), lexical (L or 1) and syntax (S or S) level can be closely
monitored (Fig. 2).
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Ksk: u stanju sam to uraditi. ja to

fpmsm 18. 1.sg. praes magn ma Y €n
PM 19, 3sg. praes - ma Y €
FPM 20. 3. pl. praes B wIvemo
M 21, 3. sg aor. # =
FPM 22, r.pr.m.sg # m@%{
Ksk: on to nije u stanju uraditi, on to...
A
FP 23, 3. sg. praes ne mode Y\ wmoye
Pok.
i
FPLsm 24. Nsg lice P./L L€
Pok,
\
v
FPSm 25. Nsg delo e EO
Pok.
- "
i 6. Nsg S&?D dni e

Fig. 2. The sample page of dialectological paper questionnaire (question asked the informant,
linguistical level that is monitored, description of a word word, word told by informant)

The research, based on the Croatian Language Atlas method, is a basis also for
the study of the Makarska littoral dialects. The situation is recorded with
a questionnaire containing 2122 lexical data divided into 15 chapters covering
different areas related to man, his environment and occupation:

* man and body parts

o family

» folk costumes (male and female)
* house and objects in the house
» diet and preparing meals

» grain farming and processing

* domestic animals

* birds and domestic poultry

« wildlife

» trees and fruits

* vegetables and flowers

+ diligence

* land, water, natural phenomena
» social life

* supplement.
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The supplement examines onomastic material, some adjective expressions that
do not correspond to any of the previous chapters (e.g., sweet, thirsty, solid...),
names for colours, pronouns, cardinal and ordinal numbers, adverbs (e.g., up, down,
over, from, where, today...), verbs to be and to have in certain forms.

The words are also organized in headwords, that is, several different categories are
required for asingle flectional word (for flectional words forms in different cases,
numbers, and for verbs different person, time, number and mood). A grammatical level is
recorded for each entry, that is, showing why a particular word was even chosen to enter
the questionnaire. Each headword is accompanied by a question that helps the examiner
to obtain the required word (e.g., if the word head is requested, the examiner asks
a question: what is the name for (with the abbreviation “Ksz”), and then points (with the
abbreviation “Pok”) to their head).

It is also possible that the examiner begins the sentence and does not finish it by
asking the examinee to complete it logically. The missing word in the examiner’s
sentence is precisely the one to be entered in the questionnaire (e.g., It’s dark in the
room; nothing can be... and the examinee is expected to say the word seen in the form
present in the idiom). Naturally, such way presents obstacles because it is not always
easy to obtain the desired response, the long-term study creates fatigue in the examinee
and examiner, and if the examiner is not the native speaker of the examinee’s idiom, or
if he speaks at the standard, the examinee will spontaneously start to approach them in
their idiom. This can provide compromised data. That is why the strategy of an
unstructured conversation is often used, i.e., a spontaneous speech of the examinee,
who is asked to talk about their youth, activities, customs, to tell a story, anecdote... is
recorded. Such way provides much more material than previously planned. Also,
a material which serves as an intangible heritage is obtained because it contains
valuable information about life in certain parts of the country.

4.1.2 Sociolinguistic and demographic data

The questionnaire contains detailed metadata that help classify the speech and
describe the examinee and the situation in which the study was carried out, for
example to which dialect the speech belongs, where the survey was conducted. In
particular, the features of the site are recorded in detail:

» approximate number of inhabitants

* name of neighbouring places

* which city serves as adirect centre of the surroundings (economic,
administrative, etc.)

* where children go to school, in which companies the adults work

 religion of the population

» what is the occupation of most inhabitants and whether it has always been
the case
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inhabitant name for the place and neighbouring places

spread of surnames over the place (including family nicknames)
the most common male and female names

names of streams, hills, rivers, springs...

is there aproverb, sentence or gesture with which the inhabitants of
neighbouring places mock each other

what are the places around that have the same dialect

what are the places around that have a different dialect

origin of the population in the town

to which animals do people give names

enumerate plants

phonological description of the place.

The following part records important details about the examinee, the personal

ones and those by which it can be seen how their speech retained the features of the old
expression or was changed under the influence of education, media, and migration:

4.2

name and surname

family nickname

year of birth

place of birth

father and mother's place of birth

number of ancestors born in the informant's place of birth

nationality and religion

the place which the spouse is from and how long they've been married
where the informant lived in the past

are they literate and to what extent

data on education

what is the degree of their intelligence

what are their interests (past and present)

how do they behave in relation to the conducted study (whether they show
initiative or are they restrained, fearful, etc.)

how much are they influenced by the standard Croatian language

do they make special efforts to speak with the organic idiom (without the
influence of the standard language) or are they trying to speak “lordly”
what are their speech organs and articulation like.

Organisation of material in the computer corpus
The structure of the corpus consists of two separate parts, data collected from

the questionnaire for the Croatian Language Atlas (HJA) and old texts (Fig. 3). The
two are organised in two separate databases and are subjected to separate operations.

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 495



The HJA database is organized in such a way that the user (investigator) is connected
to the examinee, and through the examinee the connection continues to the place
where the speech is investigated. On the other hand, the user is related to the answers,
i.e., any data entered in the questionnaire. Separate data is a part of the grammatical
structure (division) concerning one word (all grammatical forms of flectional word).
The division is related to one question, that is, a sentence by which the examiner
receives information about the division, that is, about the initial grammatical
category from which the entire grammatical structure of a headword is developed.

search by sql

CORPUS

questions division
HIJA

Fig. 3. The organisational scheme of computer corpus

The second database contains a corpus of old texts. This database contains
complete texts and also all the words separated from them. Tokens were obtained by
tokenization to the level of words, with punctuation marks neglected and not entered
into the database as tokens.

Separate operations can be conducted on each database; content input and
content analysis. However, to achieve a diachronic aspect of the corpus and enable
diachronic analysis, it was necessary to enable communication between the two
databases in order to compare historical and contemporary language data. Since
these are separate databases, they are interconnected by sending SQL queries from
one database to another and vice versa. The process of sending SQL queries for
diachronic analysis is explained at the end of chapter 4.2.1 when comparing
questionnaire data and old text corpus data.

4.2.1 The material from the questionnaire for the Croatian Language Atlas

The material collected through the questionnaire is transferred to the computer
corpus on a website that has a data entry form with the same structure as the paper
version of the questionnaire. Before entering the main part of the questionnaire —
dialectological material or words — data on the place where the speech is examined
and data on the informant are entered.
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In the questionnaire, the phonetic characteristics of the phonemes are not
recorded, but only the accent characteristics of vowels and syllabic r: quantity (long,
short) and tone (falling, rising). Therefore, accentuation in ikavian neoStokavian
idioms implies four accents with distribution as in the standard Croatian language,
but with some exceptions [7]. This means that there are four different accents: short-
falling -, short-rising — °, long-falling — " and long-rising — ". Some vowels that are
not stressed but are long are marked with length — . When entering each word, it is
possible to obtain a drop-down box in which all special characters are offered to
enter the correct accent or length (Fig. 4).

Upitnik za ispitanika: Ivan Jakir L COVIEK | DUELOVI TUELA ®
Poglavlje: L. COVJEK I DUELOVI TUELA
Kako se zove (Ksz) Pokazati (Pok)
FP 1 MNsg. glava ::Ia'\-a|
| .l"-.|.:| ":\|"‘|"..I'ld|"\‘.::; Ala|A
Pm 2 Dsg # qlév - 1 |
- | & C
e|t|e|e|elele|e|e|e]e
i X e ) g i { |Jj| If7|T
ald ;‘u_‘.- a|0 :.;|l_‘.-§r3 olalo
FPM 4 Napl # i RIFIR|IFIR|FIR ! FlR
Ofulo “|L; aju| .|!: a0
Sto je u glavi?
FMT 5 MNsg. mozak mitimk

Fig. 4. Inserting the data with accent entry possibilities

The database was created in SQL and therefore data entry and review have
a slight flaw. Some phonemes are specially written; ¢, 3, 3, I, n. However, SQL does
not support encoding special characters corresponding to their phonological
transcription. Therefore, these signs are entered as ¢ — ¢,3 — dz, 3 —d, 1 —1j,n —
nj. They reflect the dialectological notation tradition from the transition of the 19" to
the 20™ century, although the versions on the right side of the arrow are increasingly
used today [9].

Entering data from the questionnaire provides a table in which each entity (the
entire table line) is described by four attributes or features (table columns). The
attributes of the table are the grammatical level for which the requested word was
examined, the grammatical determination of the requested word, the word in its
standard Croatian language form and number of how many dialectological results
were entered for each standard language word (Fig. 5).
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I“ l—r-.'etskljezlc'nia‘.las‘ [ 3 * Kontakt zik = s

PretraZite Hrvatski jezicni atlas

Prika®i 75 = rezultata po stranic Pretrafi

Razine Gramatika Standard Broj rezultata

Kako se zove (Ksz) Pokazati (Pok)

FP Nsg. glava 2

Pm Dsg. # 2
FPM Asg ¥ 2
FPM NAp. ¥ 2
Sto je u glavi?

FMT Nsg mozak 2
fm Gsg. # 2
m Lsg. L 2

Kad nam tko neéto jasno tumadi, mi ga dobro...

fpm 1. pl. praes. razumijemo 2

Fig. 5. Digitized dialectological questionnaire (columns: linguistical levels, grammar, standard
form, number of results)

Clicking on an entity opens an overview showing separately all occurrences in
all surveyed local dialects. The review is organised by providing metadata, i.e.,
a description of the entity, in the upper part. The chapter in which the word is
included shall be indicated, the question assisting the examiner to obtain an answer,
the grammatical level, the grammatical description and the standard version of the
word. Below that there is a table that shows in which places the word appears, in
which form and what its frequency is (Fig. 6). In addition to these data, one can find
additional options in the last column of the table. By clicking on the note icon one
can get an audio clip and hear how the native speaker pronounces the word, and by
clicking on the book icon there is an insight into which old texts contain that exact
word and what its frequency is. An overview of the content from the questionnaire is
a synchronic overview of the local dialects, and a comparison with the old texts
(book icon) is a diachronic overview (Fig. 7).

4.2.2 Old texts in corpus

The second part of the computer corpus consists of texts created from 1729 to
1803. They were selected as representative examples of the language of the
surveyed area. The first published editions where put into the optical character
recognition system (OCR). They were then tokenized — the text is divided into
occurrences (Fig. 8).
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Rezultati pretraZivanja

Odlomak: L COVIEK I DUELOVI TUELA
Pododlomak:
Pitanje: Kako se zove (Ksz) Pokazati (Pok.)
Razina: FP
Gramatika: MNsg.
Standard: glava

PrikaZi 25 & rezultata po stranici Pretrazi:
Mijesto Odgovor Uéestalost | Dodatno
Batka Voda gléva 1 EE
Brela gléva 1 nlm ]
Mijesto Odgovor Uéestalost Dodatno

Fig. 6. Description of each entity and its variants in local dialects
(columns: place, answer, frequency)

Rezultati pretraZivanja korpusa za rijec: znamo %
Benetovic - Hvarkinja (1]
(2]

Kadcic A. - Bogoslovje diloredno

Zatvori

Fig. 7. Finding the word in old literary texts (for each word there is a number
of occurrences in each of them)

That process enabled comparison of the text database with the questionnaire
database at the level of words. This gives a diachronic insight into the similarities
and differences between the historical and present language forms, that is, the
development of words at grammatical levels can be historically monitored. Each text
in the corpus can be viewed in its entirety, in the form of text rather than tokenized
units. In this case, the text is divided into pages, as it is divided into pages in the
original.
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Br. Rijeé Broj pojavaka Br. Rijeé Broj pojavaka
1 k 3 2 kal] 3
i 3 kacaj 1 4 kad 3
5 kada 3 6 kadcich i
7 kadgod 1 8 kadgodir 1
9 kadijom 2 10 kadimo 1
11 kadcica 1 12 kaifasu 1
i 13 kajat 2 14 kajati 1
I' 15 kajase 1 16 kaje 1
17 kajem 2 18 kajes 1
19 kajo 1 20 kaju 2

Fig. 8. The occurrences in old text corpora (columns: number, word, number of occurrences)

It is also possible to perform logical operations over different sets of texts. The
system offers to form two sets of texts. Following the formation of the two sets,
possible operations are provided: view set A, view set B, A—B, B-A, UNION(A,B),
INTERSECTION(A,B), XOR(A,B).

5 CONCLUSION

The synchronic and diachronic computer corpus of Makarska littoral dialects is
a corpus accessible online, divided into two larger data groups. One group consists
of data collected from the dialectological questionnaires for the Croatian Linguistic
Atlas — a list of points where the dialectological situation is examined. Based on it,
the phonological descriptions of Croatian dialects are made, which constitutes one
synchronic level. These descriptions are used to create dialectological maps and to
monitor the distribution status of certain language phenomena. The second group of
data is a corpus of linguistically representative old texts from the Makarska area,
which serve as a basis for comparison with the current language situation. The texts
present new synchronic level of their time each, but together they make a diachronic
cross-section of literary texts. Finally, old texts and materials from the questionnaires
together can be compared by applying principles of data research and comparison to
investigate synchronic and diachronic differences and similarities. This computer
system is the first example of the computer processing of dialectological
questionnaires in Croatia. Although it was drafted within the specific project which
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explores the dialects of a smaller area and a single dialect, the principles of computer
processing and subsequent research are applicable for all Croatian dialects and the
processing of all questionnaires filled in so far and for all questionnaires to be done.
Indeed, in the process of collecting materials it is now possible to skip the step of
manual paper questionnaire filling out but the materials from the field can be
immediately entered into the computer system which can later generate paper-based
edited questionnaires. It is also possible to extend the text corpus, which may cover
different periods and thus provide insight into the language phenomena of certain
times and places. Further upgrading of the system will enable morphosyntactic
processing of words.
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Abstract: A new interactive map-based web application named Mapka was published
by the Institute of the Czech National Corpus in 2020. It aims to serve linguists, as well as
schools and the general public, and it features various functions described in this paper.
Mapka was designed as a supplement to the CNC spoken corpora, starting with the DIALEKT
corpus (more to come in the future). Its main function is to display various types of territorial
division (primarily in terms of dialect, but also administrative) and networks of localities
associated with the corpus. The main dialect regions are provided with overviews of their
typical dialectal features and two samples of dialectal discourse — one slightly historical
and one contemporary. The application offers the possibility of searching for municipalities,
plotting the points on the map and creating a custom map. The paper concludes with future
prospects concerning an enhanced and improved version of the application.

Keywords: corpus, map, Czech language, spoken language, dialect

1 INTRODUCTION

In July 2020, the Institute of the Czech National Corpus published a new tool:
aweb application named Mapka [1]. It is an interactive map-based application
primarily designed as a supplement to the spoken corpora of the Czech National
Corpus, however it features various functions beyond this framework. The Mapka
application is intended to serve both linguists and the general public. It is accessible
without registration and it is available at: https://korpus.cz/mapka/.

Currently, its main function is to display the various types of language
boundaries (and additionaly administrative borders) and nets of localities represented
in the DIALEKT corpus ([2], [3], [4]) using an interactive map of the Czech
Republic. The next phase, planned for the current year of 2021, will include (amongst
other things) additional data from other spoken CNC corpora, e.g., ORTOFON [5]
and ORAL [6]. The application includes presentations of characteristic features of
the main Czech dialect regions illustrated by authentic speakers’ utterances — slightly
historical, as well as contemporary ones. Users are enabled to search for
municipalities, add these points to the map, and create their own map.
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The goal of this paper is to showcase the current version of the Mapka
application, introduce its possible uses, and outline future prospects.

2  FEATURES AND FUNCTIONS OF THE MAPKA APPLICATION

2.1 Territorial division

The Mapka application displays various types of territorial division on the
background map. The most important of these is the dialect-based territorial division
of the Czech-speaking language territory, i.e., 10 regions (Central Bohemia,
Northeast Bohemia, West Bohemia, South Bohemia, Bohemian-Moravian transient
region, Central Moravia, East Moravia, Silesia, Bohemian borderland, Moravian and
Silesian boderland) including the Bohemian borderland and the Moravian and
Silesian borderland, although they do not belong to the group of traditional dialect
regions. In this context, borderland refers to the historical area defined by the former
numerical prevalence of the German-speaking population, massive population
relocation after World War II, and the lack of a traditional Czech dialect substrate.
Moreover, the Czech-speaking language territory is not only the territory of the
Czech Republic, but a few localities — Czech language islands belonging to the
dialectal region of Northeast Bohemia or Silesia — are located in Poland.

If needed, it is possible to choose a mode showing even more detailed dialect
categories: dialect region / narecni oblast, dialect subgroup / narecni podskupina,
dialect area / narecni usek, dialect type / narecni typ. This detailed division is
important mainly for the area of Moravian and Silesian dialects. Concerning the
Bohemian territory, these detailed dialect categories can be found almost solely in
the border areas of its dialectal regions. The Mapka application shows the exact
position in the dialect system and a numeric code (used by B¢li¢ [7]) for each dialect
area of any type. The system of territorial dialect division employed in both the
DIALEKT corpus and Mapka is based on B¢li¢’s approach, the Czech Linguistic
Atlas ([8], [9], [10]), the Encyclopaedic Dictionary of Czech [11] and its presentday
online version: The New Encyclopaedic Dictionary of Czech [12].

Besides this, the map also provides an option of displaying the boundaries of
the Czech Republic’s administrative units, i.e., districts / okresy or regions / kraje.

The basic background map can be easily switched from to the relief map which,
e.g., enables comparing natural and dialectal boundaries and discovering their
connections.

The process of developing the application required a thorough revision of
dialect regions delimitation, mainly particularization of their borders. It was based
on alarge amount of dialect monographs, studies, and consultations with
dialectologists. Additional verification was made using the statistical lexicons of
municipalities ([13], [14]). As far as the boundary delimination is concerned,
problems of transition zones must be mentioned. In dialectology, the transition
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zones are defined by a gradual decrease in the number of dialectal features typical
for dialectal subgroup, area, or type. Classification of some municipalities can be
difficult, for there can be a lack of certain features typical for one dialect area on
the one hand, and on the other hand, features typical for the neighbouring area may
be missing. For example, the municipality Brodek u Pferova belongs to the Core
Central Moravian Subgroup (handckda), however the phonetic changes y > e and
u > o typical for the subgroup do not occur in the above mentioned municipality.
In spite of this, it cannot be subsumed into another subgroup, as it does not evince
appropriate dialectal features. In the future version of the application, this problem
will probably be solved by graphic highlighting of the transition zones along the
borders.

Fig. 1. Detailed dialect division of the Czech-speaking language territory. The samples of dialectal
discourses are plotted as white pins

Currently, new types of territorial division based on historical data are being
prepared to be added to the Mapka application. One of them is plotting the historical
Bohemian-Moravian border and the Moravian-Silesian border, as they were formed
at the end of the 12" century and stabilized in the 14" century. These borders have
not been used by administrative authorities since 1948, nevertheless, they have
a huge historical significance. Another new layer of the map will display the German
language islands in the Czech Republic. These are eight areas where there was
a historical numerical prevalence of the German-speaking population and the
German language was used. They are located mainly in Moravia, some of them have
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urban characteristics, some of them rural. They disappeared in the 20" century —
partly in the first half of the century, partly after the World War I1.

2.2 Overviews of dialectal features and samples of dialectal discourses

The Mapka application encompasses several overviews of typical dialectal
features pertaining to the main three regions of the Czech Republic (Bohemia,
Moravia and Silesia) and eight dialect regions of the Czech-speaking language
territory (see above). The overviews are mainly focused on phonological and
morphological features as they are fundamental for the dialect division. Examples of
dialectal phenomena were primarily selected from the current version of the
DIALEKT corpus, but some examples were supplementarily taken from transcripts
which will be published in the upcoming version of the corpus.

Furthermore, each of the eight main dialectal regions is illustrated by two
samples featuring authentic dialectal discourses chosen from the DIALEKT corpus.
The samples consist of an audio recording and its two transcripts — dialectological
(based on the Rules for the Scientific Transcription of Dialectological Records of
Czech and Slovak [15]) and orthographic. The samples were chosen in order to
demonstrate the most typical dialectal features of the given regions. The recordings
of the DIALEKT corpus are divided into two time strata, hence for each dialect
region, one sample was selected from the older stratum of dialect material (the
period between the late 1950s and the 1980s) and one from the newer one (from the
1990s up to the present day). The samples were chosen so that both recordings
representing a particular region were made in the same municipality or a neighbouring
location. This guarantees maximum comparability of discourses and users can trace
changes of the local dialect in time. Each sample is followed by an analysis that
describes relevant dialect features (phonological, morphological, syntactic and
lexical) occurring in the discourse. In the future, samples for other prominent
dialectal sections and types will be added. Our goal is to capture the variability of the
traditional regional dialects as much as possible.

2.3 Mapka as a supplement to the DIALEKT corpus

While designing the Mapka application, the primary aim was to create
a supplement for the spoken corpora of CNC, that would integrate data from these
corpora with amap-based interface. For the time being, Mapka serves as
a supplement for the DIALEKT corpus. Above all, municipality networks that have
certain connections to the DIALEKT corpus can be displayed on the background
map. For example, users can observe a network of municipalities where recordings
included in the current version of the DIALEKT corpus were produced. It is possible
to display all of the concerned municipalities or to choose either the network of
localities, where recordings from the older time stratum were produced, or the
network of localities bound with the newer stratum. Another option is to visualize
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the network of all municipalities where overall data collection for this corpus
(published recordings as well as unpublished so far) took place. A special bonus is
the possibility to display the network of research localities of the Atlas of the Czech
Language. All these networks can be visualized simultaneously and compared. Users
can choose which one of them will be displayed above all the others. If needed, the
work with the map can be restricted to a particular dialect region or regions and the
others will not be considered.

Fig. 2. Network of municipalities where overall data collection for the DIALEKT corpus took
place. The dark grey pins containing numbers mark areas with a larger amount of points

2.4 Searching and creating your own map

The Mapka application offers the option to search for municipalities / parts of
municipalities in the Czech Republic. The cadastral boundaries of the looked-up
municipalities are visualized on the map, in order to be clear which parts belong to
a certain municipality. Users can display information about the position of the
municipality in the system for the division of dialectal regions.

The application enables users to proceed to plot these points on the map and
create their own map. They can choose colours from the colour spectrum for
differentiation of various groups of points.

The resulting maps can be downloaded and printed. In the future version, users
will also be able to save their map with plotted points and continue working on it later,
after loading the application again. We hope it will prove to be useful for linguists
doing research or preparing their own map to illustrate their monographs or studies.
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Fig. 3. Example of creating a map. Markers of four different colours identify four groups of
locations in Silesian-Polish dialect subgroup. Each colour is bound with a certain dialect
monograph and markers refer to the locations where language samples originated from

3  FUTURE PROSPECTS AND GOALS OF THE MAPKA
APPLICATION

An enhanced version of the Mapka application is being prepared and hopefully
will be published soon. Some of the planned innovations have been mentioned
above, but in this section, we would like to sum up all future prospects related to
Mapka.
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As far as the DIALEKT corpus is concerned, new samples featuring authentic
dialectal discourses for other prominent dialectal sections and types will be added to
the application.

Considering the Mapka application was designed as a supplement to all of the
spoken corpora of CNC, data from spoken corpora such as ORAL or ORTOFON will
be included in the application prospectively. The data will encompass e.g. word counts,
recording counts, statistics about the speakers, networks of locations of the speakers’
childhood residence (until 15 years of age) or places of their longest residence, or
networks of locations where recordings were made. Collections of data will probably
be different for each corpus, since the corpora include different types of sociolinguistic
metadata. We are planning on incorporating samples of authentic discourses chosen
from the ORAL or ORTOFON corpora. The samples could be manually chosen and
prepared or could be automatically generated random samples or both.

When speaking of creating a personalised map, the possibility to save the user’s
data will be integrated into the application.

We are considering creating an entertaining linguistic quiz focused on dialects
or spoken language in general and its incorporation into the application. It could be
attractive for the general public or schools.

The primary goal of the Mapka application is to capture the variability of spoken
language across the Czech-speaking language territory. Taking the innovations planned
for the next version of the application into account, we will be able to follow many
particular aims such as to show differences between dialects captured by the DIALECT
corpus and everyday spoken Czech language captured by other spoken corpora (e.g.
ORAL and ORTOFON), differences between the language of the oldest generation of
speakers and the other generations, between urban and rural speech or between
monological and dialogical discourse. The application will help during the research of
various aspects of spoken language, i.e. phonology, morphology, syntax, lexis,
pragmatics or dialogue construction. The application is expected to serve language
experts, all levels of schools as well as amateurs from the general public.
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Abstract: In this paper, we would like to provide a brief overview of the current
state of pronunciation teaching in e-learning and demonstrate a new approach to building
tools for automatic feedback concerning correct pronunciation based on the most frequent
or typical errors in speech production made by non-native speakers. We will illustrate this
in the process of designing annotation for a sound recognition tool to provide feedback on
pronunciation. At the end of the paper, we will also present how we have tried to apply this
annotation to the tool, what caveats we have found and what our plans are.
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1 INTRODUCTION

Over the last few decades, online language learning popularity has been growing
rapidly [1]. There are dozens of e-learning applications for different languages. These
include several tools focused on various languages, most notably Duolingo [2], and
a large number of applications focusing on just one language or aspect of language, such
as Ten Ta To [3] or CzechME [4].! The increasing worldwide popularity and importance
of e-learning education have been accelerated even more by the current epidemiological
situation caused by Covid-19 [5]. Despite this increasing importance, there is an aspect
of language that does not receive as much attention in e-learning, this being pronunciation.
This problem is even more critical in a less common L2 such as Czech.

2 LANGUAGE PRONUNCIATION FEEDBACK IN E-LEARNING
SYSTEMS

Putting aside a few exceptions, basically the only way e-learning applications
approach the teaching of pronunciation is by providing the possibility to play

' CzechMe was created as a result of TACR TL01000342 — an adaptable mobile application for
teaching Czech to foreigners. Both authors of the paper were participants in this project.

510 Jazykovedny &asopis, 2021, ro¢. 72, €. 2



recordings of words and phrases. Some of those applications also provide the
possibility to record users and play and compare their recording with an original
record. In general, there is a lack of any feedback or lessons that would teach users
how to attain correct pronunciation, or at least a certain pronunciation level. For the
Czech language, we are aware of just two exceptions: CzechME and Duolingo. In
the first case, there are several lessons focused on sound discrimination
(differentiation) and pronunciation, however, the current version of CzechME does
not provide feedback on the user’s pronunciation. In the second case, an automatic
speech recognition (ASR) system is used to transcribe a recording to text, which is
then compared with a text that should have been pronounced.

Although some applications often use existing ASR systems (such as Google
Cloud Speech or CMUSphinx) to convert speech to text in order to provide feedback
to students, there is one big caveat when using ASR technology for learning
pronunciation. ASR technology is designed to understand: even when the
pronunciation is incorrect, it uses a language model [6] to guess what has been
meant. This is a problem, since we receive the feedback that our pronunciation is
correct even when it could have been more than just slightly wrong.

These types of tools are used across different L2 and it is apparently a state of
the art solution for L2 pronunciation learning with one exception: a mobile
application called ELSA Speak [7]. This pronunciation-only application provides an
exhaustive amount of pronunciation exercises for English. It also includes a custom
proprietary solution for evaluation of correct pronunciation and includes feedback to
the user. The feedback is in the form of a speech sound which should be pronounced
and the speech sound that the user actually pronounced. As far as we know, this is
currently the technologically most advanced e-learning system for teaching L2
pronunciation, although there are still a number of issues. The system is only limited
to segmental aspects, (level) of pronunciation and according to [8] the system still
“often mistakenly identifies incorrect sounds as correct”, thus the problem from
ASR technology still partially remains. Another issue is with the feedback, which is
limited to the speech sound inventory of English, despite the fact that the sounds
pronounced by students often do not correspond to any sound in the target language
(in this case English). The last issue leads us to the idea that we need more than
a sound inventory of target L2 to create a successful system for providing feedback
on the pronunciation of L2 (in our case Czech).

3 NON-NATIVE SPEECH RECOGNITION AND THE FEEDBACK
APPROACH

The general idea of our approach is to include non-native sounds into an
inventory of the speech recognition system, so we are not limited to the most similar
speech sound from the language and thus we can obtain less distorted results of
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actual pronunciation. Based on this recognition, we want to provide feedback to
students that will tell what was wrong in their pronunciation and how to fix it. The
feedback should not be in the form of the pronounced vs correct sound, which can be
confusing for a student who usually does not know IPA. The form of feedback should
be more explicit, for example, instructing students that their lips should be rounded
or mouth more open, etc.

To achieve this target, we first have to collect a large amount of data and create
an annotation system that will allow us to tell the differences between the speech
sound that should have been pronounced and the speech sound that actually was
pronounced. We will then need atool based on annotated data and capable of
recognising a speech sound and its corresponding annotation from recordings. In the
first phase, we decided to test this approach on the individual speech sounds of L2
Czech.

3.1 Data: Collection and methodology

For the data collection, we had to take into account the technical aspects of the
recordings, which were intentionally taken at varying levels of quality: (1) studio
standard (44.1/16, wav); (2) compressed formats (mobile phone). Mobile recordings
were used for the annotation and subsequent training to more closely match the
quality of the recordings of the future mobile application.

187 foreigners — native speakers of 36 different languages — across all levels of
language teaching (using the CEFR scale from A0 to C1) have been recorded thus
far.? The speakers were recorded during Czech language courses for foreigners at the
Summer School of Slavonic Studies at Palacky University Olomouc, as well as at
the Center for Foreigners in Brno. All age categories from 18 to 73 years are
represented, with the largest group being speakers under 40. The cumulative
frequency is as follows: under 25 (66), under 35 (100), under 40 (136), under 50
(176), 50+ (187). In terms of gender, women predominate (114) over men (67) and
over unknown (6).

The sample dataset contained isolated speech sounds, as well as two- to four-
syllable words or phrases in which a given speech sound appeared in different
positions (initial, middle, final) and in different phonemic contexts (vowels,
obstruents, sonorants). The data was read twice by the non-native speakers — first
with an instructor and then without any assistance. The students were asked to read
all the Czech speech sounds in isolation at the end. Only part of the data (from 32
speakers, see below) — a set of segments with isolated speech sounds — has been used
thus far to annotate the pilot testing of the recognition model.

2 The teaching level with the dominance of the lexico-grammatical level does not have to
correspond to the level of pronunciation. Representation was the following: AO—-A1 (76 speakers), AO—
A2 (112 speakers), others.
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The design of the annotation system was based on a number of hypotheses and
reflected (i) the phonetic basis of Czech, (ii) the phonetic specificities of foreign
languages and the relevant phenomena and (iii) the most frequent pronunciation errors
among foreigners learning Czech. These hypotheses were postulated from many years
of experience with teaching foreigners by one of the authors. Deficiencies in the
pronunciation of foreigners can generally be divided into a few different categories [9]:

(1) pronunciation of speech sounds that are not part of the Czech phonetic system,
although the student is capable of pronouncing the Czech speech sound; these
cases often stem from the written form of the language;

(2) pronouncing the speech sound is only problematic in certain positions or in
close proximity to certain other speech sounds;

(3) the student is unable to distinguish two sounds — for speakers of Arabic, this
can be [b] and [p], etc.;

(4) the speech sounds are not pronounced in a Czech style, such as when English-
speaking students pronounce [p, t, k] with aspiration, etc.;

(5) the speech sounds cannot be pronounced by the student at all, not even
approximately.

In creating the annotation system, we tried to take into account the “type and
severity” of error, in the sense of: (1) slight deviations without compromising
intelligibility — (2) deviations partially compromising intelligibility — (3) significant
deviations compromising intelligibility (confusion of meaning, etc.). This
categorisation could also be used as a way of providing the students with feedback.

3.2 Phonetic features that most often cause problems for foreigners

Certain speech sounds cause problems for foreigners regardless of their native
language — they are difficult for practically everybody. At the segmental level, these
are mainly the following phenomena (this is only a very brief and simplified list of
the most common pronunciation issues):

- vowels — quantity: while it may be due to a lack of knowledge, certain foreigners
may be applying what they are used to from their native languages; there is also
the nasal production of vowels or diphthongs, “hard” pronunciation of [1] or [u];

- consonants — the most difficult consonant for foreigners is the trill 7 (whether in

its voiced or unvoiced form: [r] [f]) and the laryngeal /4 [f], which, although it
exists in many languages, is not present in them in a voiced form;

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 513



- nearly all foreigners struggle with the consonants d’[c], # [3], 72 [n] (in contrast,
speakers of Russian, Ukrainian or Azerbaijani frequently incorrectly soften the
denti-alveolar ¢, d, n);

- pronouncing the syllable-forming consonants /[1] and 7 [r] — they are new to
most foreigners and difficult to correctly articulate;

- issues with pronouncing Czech sibilants (s [s], z [2], ¢ [ts], $ [[], Z [3], ¢ [{]]) are
also common;

—  there are issues with distinguishing the voicedness of consonant pairs;
tendencies to aspire in the pronunciation of plosives [p, t, k], articulatory issues
with the lateral fricative [1].

Contextual or combinatorial phonetic phenomena are very important. The
assimilation of voicedness in Czech can be, for example, a phenomenon new to
many foreigners and pose issues for some; for some students, pronunciation
difficulties are the result of a different articulation base or different assimilation
processes (e.g., the tendency to use progressive assimilation, etc.).

4 ATTRIBUTIVE ANNOTATION SYSTEM

We created a formalised ATTRIBUTE-VALUE annotation system based on
systematically categorised pronunciation errors from individual languages or
language groups. The annotation label is divided by a colon into two main parts:
(1) the part before the colon lists the speech sound that was supposed to be
pronounced; (2) the attributes after the colon list (using the possible values of the
given attribute) the deviations in pronunciation from the standard and the correct
phonetic form of the speech sound. If the pronunciation is correct, only the part
before the colon is used. In the case of incorrect pronunciation, any number of
attributes can follow the colon (see below).

The annotation system specifies two groups of attributes: (1) fixed, which have
a binary value of 0 or 1 for the phonological characteristics (quantity, voicedness)
and (2) variable, with the possibility to add other values as needed (phonetic features
such as palatalisation, etc.). There is a separate label for replacing one speech sound
with another which has the format of X::Y where X = the desired speech sound and
Y = the actually pronounced speech sound.

The ,err tag denotes an unspecified pronunciation error. It can also be optionally
supplemented with information on the acceptability of the non-normative
pronunciation using the letters A or N to form ;errd (acceptable) or ;errN (not
acceptable). The tagset labels for attribute values are unique and non-doubled, so
ambiguity is not an issue.
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Listed below are several examples, the format is always one speech sound per
line (the meaning of the tag is explained in square brackets):

o:k1vN [short vowel o pronounced as long and nasalised]
a:vNvT [vowel a is nasalised with a hard pronunciation]
e [vowel € is correct]

ou:vNKkD 1 [both parts of the ou diphthong are nasalised, the first part is
lengthened]

t:vR tj [the consonant ¢ is pronounced in a segmented way with the
inserted speech sound j]

Explanatory notes®:

attributes

k = quantity

vV = non-normative pronunciation variants

values of the k attribute
K shortening
D lengthening

values of the v attribute

N nasalisation

R “segmented” pronunciation [supplemented by aspects of value]
T hard pronunciation

aspects of values (can be assigned to any value of the k or v attribute)
_ 1 error related to the first part of the diphthong
2 error related to the second part of the diphthong

_xy xy represents the specific speech sounds in the segmented pronunciation

5 TESTING THE NON-NATIVE INDIVIDUAL SPEECH SOUND
RECOGNITION

To test our annotation system, we decided to build a minimalistic tool for
individual speech sound recognition. This tool was built as a Python script based on
the library Persephone [10]. This library is meant as a speech recognition tool for
transcription of low-resource languages and contains several parts (see Fig. 1).

3 The explanatory notes listed below are only the ones relevant for the listed example and are not
the complete set.
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Fig. 1. Individual speech sound recognition tool architecture

The first part is audio feature extraction tools, for our experiment we have used
LMFB (Log Mel Filterbank) with delta and delta-delta features. After we extracted
features from wav recordings, we used Persephone functions to split data (features +
labels) into three non-intersecting sets in the following way: 90% of data to train set,
5% to validation set and 5% to test set. We initialised our model when we had
prepared our data. “The underlying model used is a long short-term memory (LSTM)
recurrent neural network [11] in a bidirectional configuration [12]. The network is
trained with the connection’s temporal classification (CTC) loss function [13].” [10]
We have used default three-layered architecture with 250 hidden nodes. This model
is then trained with pre-processed data for at least 30 epochs. Training stops when
one of the following conditions is met:

(a) training LER (learning error rate) is lower than 0.1% and the validation LER is
lower than 1%;

(b) wvalidation LER has not improved in the last 10 epochs;

(c) after 100 epochs.

In the last step, we tested our trained model against the test data set.

This tool was initially tested on tonal languages and thus it provides the ability to
label prosodic features such as tone or word stress. We decided, however, not to use
those features as individual labels in the first version of our annotation system. The
tool is designed to transcribe whole utterances, however, in our case our utterances are
only individual sounds so the label always corresponds to a single speech sound.

For our experiment, we had 3,717 labelled sounds from 32 non-native Czech
speakers. When we tried to train the tool with data labelled with the initial version of
the annotation, the model stopped after 57 epochs with a huge training error rate
43.4% and a validation rate of 42.4% and an even worse error rate of 50.8% for the
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test set. After checking the model results on the test set, however, we found some
interesting data. Most of the incorrectly labelled data were consonants and even in
those cases, the model output was often a consonant that differed from the expected
consonant only in several features such as voicing, articulation position, fricative vs
affricate or different variants (aspirated ¢ vs “hard” ¢) as shown in Tab. 1.

Table 1 also shows one very interesting case of mislabelling that unveiled one
of the issues with annotation. In the last line of Table 1, it is apparent that the
expected label was z.:dz which means that dz was pronounced by the speaker instead
of z and the output label is dz. The problem with this is that both of those labels
correspond to the same pronunciation, which is dz. This leads to an update in our
annotation: we have changed the annotation of the incorrect sound from format X::Y
(X being the expected and Y being the pronounced sound), to simply Y.

expected label output label
h [R] ch [x]

S z

m n

ch [x] f

c [fs] dz

z dz

g d

t:vA t:vT

z::dz dz

Tab. 1. Expected vs output label (consonants)

As can be seen in Table 2, the vowels were in most cases annotated correctly.
There were no issues in vowel quality except for cases when diphthongs were
classified as simple vowels. This happened especially for diphthongs with
a shortened second component or diphthongs and lengthened vowels. There were
also some issues with quantity identification. We also observed the same problem
with duplicate annotation of format X::Y vs Y.

expected label output label
euw:kK 2 (shortened u) e [g]

ew:vZ 1 (closed e [€]) e:vZ (closed e [€])
wkD (lengthened) u

au [4u] a:kD (lengthened)
eu [€1] e [€]

ouw:kK 2 (shortened u) ou [ou]

kD (lengthened) i[1]

au:a a

Tab. 2. Expected vs output label (vowels)
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Cases where consonants were annotated as vowels or vice versa were
exceptionally rare and for an undiscovered reason. the most frequent error of this
kind was labelling p as e [€]; this could be possibly due to some mistake in the
annotation.

After these findings, we decided to go through the annotation and attempt to
identify duplicate labels such as the mentioned X::Y vs Y case. By unifying those
labels, corresponding to the same sound, and removing a few less important features,
we have dramatically reduced the label inventory size, which led to much better results.

The adjusted annotation model stopped after 70 epochs with a much lower
training error rate 14.9% and validation error rate 36.8%. The test error rate also
improved to 41.27%. Putting aside X::Y vs Y case, errors in the output of the new
model were similar to the previous one, although they were less frequent.

There are two main consequences of those results. It is apparent that although
we had quite a small data set and the model was far from an optimized one, we
ended up with quite good results, although they are still not good enough to be used
in a real-world application. The second one is that label inventory size has a huge
impact on success rate (along with the amount of available data) and that we have to
avoid different labels for the same or very similar sounds at any cost.

6 FUTURE PROSPECTS

The findings from the first testing of our approach lead us to several ideas on
how to improve our system. The first plan in the future is to split the annotation into
two parts. The first part would be the labels corresponding to each of the individual
segments. This would be a simple identifier in the form of a number or character
string. These segments would be annotated as / or a/ instead of, for example, a:kD.
The second part of the annotation will be a mapping table that will translate the
identifier to its corresponding attributive annotation that will be used to obtain
feedback based on speech recognition output. In this part we would consequently
have the information that / corresponds to a:kD. We also want to try to split certain
features such as length, nasalisation, aspiration or stress to individual segments, thus
instead of d we would have a: and instead of p.vA4 (aspiration) we would have p>
(where > means the aspiration segment). This will allow us to easily extend our
annotation, shrink the size of our label dictionary, and focus on the most frequent
non-native sounds in Czech.

In conclusion, the field of speech recognition in e-learning and automatic
feedback on non-native speech is still in its beginnings, but our findings could
become the basis for a new approach to this complex and increasingly important
problem. A great deal of this research, however, still has to be done and much data
has to be collected to create a system that can be used in e-learning systems. Non-
native speech recognition is nevertheless a topic to be considered.
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Abstract: ORATOR v2 is a new 1.5M word corpus of Czech monologues, delivered
to a live audience in semi-formal to formal settings. It was designed to chart the space of
naturally occurring monologues which can be obtained for corpus processing. As such, it
aims for diversity but does not attempt any balancing of subcategories, recognizing that some
types of data are inherently easier to obtain in high volume than others. The transcription
guidelines and annotation tools employed are the same as other recent spoken corpora
published by the CNC, which facilitates interesting comparisons between various types of
spoken Czech. The present paper sketches out three case studies, comparing ORATOR to the
informal conversations of ORTOFON v2 in terms of the frequencies of demonstratives and
hesitations, as well as lexical richness.

Keywords: speech, corpus, monologue, Czech

1 INTRODUCTION

With regard to spoken language, the Czech National Corpus (CNC) has
historically mainly focused on collecting recordings of multi-party conversations in
an informal setting, among friends and family. These interactions are thematically
unspecified and unprepared; throughout the years, they have been made available to
the public in a long line of corpora, culminating in the ORTOFON corpus, whose
version 2 was published at the end of 2020 [1].

At the same time, after a preliminary version 1 in 2019, the full version 2 of the
ORATOR corpus was also released [2]. ORATOR marks a departure from the relatively
narrow focus on informal spoken Czech: it contains recordings and transcripts of
mostly semi-prepared monologues of various kinds, providing a window to the
opposite side of the spectrum of spoken communication. Since both corpora adhere to
the same transcription guidelines' and were lemmatized and morphologically tagged
using the same system [3], we hope they will not only enable a wealth of comparative
research into various registers of spoken Czech, but they will also make interpretation
of the results exceptionally straightforward and reliable.

! Except for the phonetic transcription layer, which is absent in ORATOR.
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2  MONOLOGUE: DEFINITION AND THE EXISTING CZECH
CORPORA

Spoken communication is traditionally divided into monologue and dialogue.
This kind of classification is based on the number of active speakers (subjects): one
only establishes a monologue, more than one a dialogue. Hoffmannova [4] defines
monologue as an uninterrupted continuous activity of one subject and points out that
pure monologues are very rare. Monologue is always more or less dialogical,
depending on the degree of focus on the recipient, and the same is true vice versa.

Within monologues, many different genres or text types can be distinguished.
Miillerova [5] introduces e.g., the following: narration of a story or memories (often
with description of places or persons), introduction to a discussion, lecture,
ceremonial official speech, sermons, etc.

Of course, the ORATOR corpus is hardly the first corpus of Czech to include
monologues. The first spoken corpus within the CNC project — the Prague Spoken
Corpus (PSC) [6] — combines two types of documents: informal, unprepared
dialogue, and a structured interview with open questions. In response to the
questions, speakers usually produced extensive monologues, as befits an interview.
The Brno Spoken Corpus (BSC) [7] has a similar design. The formalization of the
question—answer sequence led to these parts of the PSC and BSC being branded as
“formal”. It is however a slightly different type of formality than that in the ORATOR
corpus (see below for details).

A corpus which consists entirely of pure monologues is the (aptly named)
MONOLOG corpus [8]. The recordings feature a prepared and mainly read out
speech by professional speakers of the Czech Radio.

3  CRITERIA FOR INCLUSION

Compared to the above-mentioned corpora, what makes ORATOR stand out is
its strong emphasis on collecting naturally occurring semi-prepared monologues,
e.g., university lectures, as opposed to ones that are experimentally induced and/or
fully read out. Many spoken corpora focus on recordings of lectures and seminars
for pragmatic reasons, because of their relative obtainability and consistent quality,
which makes them well-suited for automated processing and use in NLP or ASR. By
contrast, the ORATOR corpus has a broader scope: it was created as an intentional
exploration of the different types of monologues which occur in communication.

Data collection focused on communication situations which are specifically
intended to stand on their own as monologues. These may later be followed by
a dialogical part (e.g., a discussion after a lecture) which is, however, not included.
Some monologues may be part of more complex situations, such as meetings.
Nevertheless, it is always the case that one speaker speaks without interruption,
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having been allocated space and time for his or her speech, and the monologue and
the dialogical part are separate. Also included were sequences of monologues linked
by a moderator’s commentary, such as introductory speeches at the opening of an
exhibition, as well as less typical monologues, such as yoga classes or workplace
fire safety trainings.

No balancing criteria were set in advance, the aim was simply to create the
most diverse corpus of monologues possible and to find out which types can be
obtained. Certain types of communication cannot be made public for legal or ethical
reasons, and some are not appropriate because they formally intertwine short spans
of monologue and dialogue in such a way that disentangling them would make the
entire structure collapse.

The following criteria (cf. [9] for more details) for inclusion of a candidate
recording in the corpus were determined:

1. A self-contained stretch of monologue by a speaker who is informed in
advance about the topic, occasion, time, and location of his speech. The
speaker can use different levels of preparation, such as notes, projected
presentations, photographs, etc. We originally excluded speeches which
were entirely or partially read out. However, this would deprive us of some
types of situations, part of which requires a precisely given form, for
instance because it is also a legal act (e.g., a wedding ceremony). In the case
of lectures, they can contain quotations which are usually read out. The
preparation of a text intended for reading also has its specificities, which is
why we ended up including a small minority of these recordings to complete
the picture (18 in total).

2. The context can be described as official, at least to a degree, and speakers
were appointed either due to their expertise (public lecture, professional
training, etc.), institutional role (university lecture, mayor’s speech, etc.) or
social status within the group (e.g., during a wedding toast). In some cases,
the asymmetry of communicative roles was strengthened by the presence of
a moderator. However, in smaller groups, this difference was weakened,
sometimes questions were asked during the speech, especially in training
sessions.

3. Liveness: we selected situations in which the speaker addresses a group of
listeners. These ranged from smaller professional or private groups (training,
wedding), to larger communities (lectures, sermons) to completely public
speeches (public gatherings). We mostly wanted to avoid pre-recorded
speeches which could be edited or adjusted for a particular platform. Still, as
in the case of reading, we broke this rule in a few cases (9 monologues
recorded specifically for an internet audience) for the sake of diversity.

The speakers were consistently anonymized and no sociolinguistic categories

were identified, apart from gender. Gender information was also used to generate
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nicknames for the speakers, based on randomly selected surnames supplemented by
a first name initial, e.g. Tomankovd, O.

4 OVERVIEW AND STATISTICS

ORATOR v2 contains over 1.5M positions in 489 recordings from 2005-2019
by 468 different speakers (some short speeches connected by the moderator form
a single document and, conversely, some long lectures are divided into several parts).
The ratio of recordings made specifically for this corpus vs. those acquired from
external sources is about 4:3, and their length ranges from 13 seconds to 49 minutes,
for a total length just shy of 149 hours. Men dominate significantly in the corpus,
accounting for 71% of the number of tokens and 69% of the speakers.

As for document-level metadata, we tried to provide multiple grouping
perspectives, so as to help users find their way around the corpus. Firstly, the
situational frame: speeches were divided into official (at exhibitions, graduations,
wedding ceremonies), popularizing (lectures for the public), political, professional
(training sessions) and scientific (university and conference lectures). Table 1 shows
the number of positions and documents in the corpus broken down by frame. Clearly
the official recordings, while relatively numerous, are mostly quite short, as can be
expected from the examples above. In the popularizing, professional, and scientific
frames, longer lectures dominate, accounting for 49% of recordings and 78% of
positions.

Secondly, 12 situation types provide a more fine-grained categorization of the
recordings. A breakdown with examples is given in Table 2.

Thirdly, genre was annotated following the categories used in the latest SYN
series written corpora, starting with SYN2015 [10]. While not all categories are
represented, the sample is still varied and allows for interesting comparisons between
written and spoken texts within a given genre.

These main divisions are complemented with information about the intended
audience (public vs. restricted) and aspecial field identifying fringe types of
monologue which technically did not meet criteria for inclusion, but were included
in small amounts for diversity (cf. some examples in Section 3).

5 COMPARISON WITH ORTOFON V2

In many ways, the monologues in ORATOR are a stepping stone between the
spontaneity of informal dialogues and the level of preparedness of written texts. We

2 This is intended to remind the corpus user that the recordings were made in relatively formal/
public settings. By contrast, speakers featured in the private conversations of ORTOFON v2 are
identified by randomly selected first names with a surname initial, e.g., Ales N.
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are, therefore, convinced they will form an interesting basis for comparative research.
Three simple case studies are presented in the following subsections to give an idea
of the possibilities: comparisons of demonstratives, hesitations, and lexical richness
between ORATOR v2 and the ORTOFON v2 corpus, where the latter consists of
informal conversations. We hypothesized there would be more demonstratives in
ORTOFON (as conversations are more heavily context-embedded), more hesitations
in ORATOR (speakers tend to avoid long stretches of silence in monologues, leading
to a higher incidence of filled pauses), and higher lexical richness in ORATOR (since
the monologues are mainly expository and information-heavy).

5.1 Demonstratives

The relative frequency of demonstratives® in ORATOR and ORTOFON is given
in Table 3. It shows that demonstratives are slightly (1.2x) more common in
ORTOFON, i.e., in informal spontaneous conversations. The most frequent
demonstrative lemma is ten ‘this’, which covers 92% of all demonstrative occurrences
in ORTOFON, but only 86% in ORATOR (though still at the top of the frequency list).

This raises the question, where did those 6 percentage points get redistributed
to? Part of the answer might be towards “long” demonstratives* such as takovyhle
‘such a one’ or tenhleten ‘this one’. As Table 3 indicates, with these, the situation is
reversed: they are actually about 1.3x more common in ORATOR.

In this light, our conjecture that dialogues contain more demonstratives because
of their context-embeddedness might need revisiting. “Long” demonstratives,
reinforced by the use of morphemes such as /le, are actually the ones which retain
strong semantics of co(n)textual reference, and might be motivated by the frequent
use of props such as photographs or slides during monologues. By contrast, the most
frequent word form in ORTOFON overall is to, which is formally part of the
paradigm of the demonstrative fen, but often performs more of a connective function,
especially when switching speakers in dialogue (zo jo ‘yes’). As there is no speaker
switching in ORATOR, the frequency list is topped instead by «a ‘and’, another
connective, which is arguably more useful in monologues (it is also typically the
most frequent word in corpora of written Czech). So the difference in the incidence
of demonstratives between monologues and dialogues might have more to do with
different discourse structuring patterns rather than varying levels of context-
embeddedness.

5.2 Hesitations
The transcription of both corpora notes certain non-verbal sounds, including
hesitations or filled pauses, transcribed as @ (short) or @@ (long). Functionally,

3 Retrieved via the query [tag="PD.*"].
4 Retrieved via the query [tag="PD.*" & word=".{5,}"].
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hesitations are connectives: speakers use them to eliminate (silent) pauses and fill
the time needed to think their next utterance through [11]. As for listeners, they tend
to perceive them negatively, as parasitic filler sounds [12].

Looking at the comparison in Table 4, hesitations of both types are clearly
much more common in monologues. In both corpora, they tend to co-occur with
pauses and other connectives such as @ ‘and’ or Ze ‘that’. In fact, when combined,
they dominate the category of linking devices in ORATOR by a large margin, at
30,393 i.p.m.: the most common word in this category is the conjunction a, at 25,824
1.p.m.

Hesitations often appear when speakers attempt to convey complex notions,
struggle finding the right word, or experience stress and/or high cognitive load,
which would explain their increased presence in formally constrained monologues
as opposed to freeform informal conversations, especially since the proportion of
hesitations is highest among lectures, especially scientific ones. Intriguingly enough,
they also appear in read-out speech, though at a relatively low frequency.

The lowest overall frequencies, even lower than ORTOFON, are encountered in
sermons and ceremonies, though it should be noted that as with read-out speech,
these are small categories with little data, so any generalizations are tentative at best.
Still, a possible cause might be that speakers try to conform to a higher standard on
these occasions, or that they occur repeatedly, leading to a high degree of preparation,
or perhaps individual speaker proficiency.

5.3 Lexical richness

Finally, we turn to lexical richness. A naive measure of lexical richness is the
type-token ratio (TTR), which is, however, sensitive to text length, as is well-known.
Therefore, we used two more sophisticated TTR-based measures: the moving-
average TTR (MATTR) [13] and zZTTR? [14]. While MATTR is calculated by sliding
a fixed-size window over the text and averaging the obtained TTR values, zZTTR
gives the relative position of a text within a reference distribution of texts of similar
length.

We ran data extraction under a variety of settings:

» window sizes of 100 or 500 tokens for MATTR

* journalistic texts or spoken dialogues as reference data for ZTTR

 tallying word forms or lemmas

o per document or speaker in the document

The general shape of the results was similar across the board, so we only
selected three representative examples (Figures 1-3), all word-form based,
subdivided by corpus (ORATOR vs. ORTOFON) and target unit (document vs.

> We are grateful to Vaclav Cvréek for letting us use his Perl script and reference data to calculate
zTTR values.
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speaker in document). The left subplots show median MATTR/ZTTR values with
bootstrapped 99% confidence intervals computed via 10,000 iterations of Monte
Carlo case resampling; the right subplots show probability density functions for the
full distribution of MATTR/ZTTR values in each corpus, computed via kernel
density estimation.

First and foremost, what all figures clearly show is that ORATOR monologues
tend to have higher lexical richness than ORTOFON dialogues, whichever way we
slice them (by document or speaker). This is consistent with our expectations, based
on the fact that the monologues are mostly expository — speakers are primarily trying
to convey information and have a limited timeframe to do so. This makes them aim
for information-dense speech, which favors increased lexical richness.

Another observation is that in the case of ORATOR, there is little difference when
calculating TTR per document vs. per speaker: the density curves and confidence
intervals for the medians are nearly identical, or at least overlap to a great extent
(Figure 3). This makes sense: in ORATOR, documents mostly feature a single speaker,
so there is little difference in the units for which TTR is calculated to begin with.

In the case of ORTOFON however, the per-speaker distributions are consistently
shifted to the right, towards (slightly) greater lexical richness: a little in the case of
MATTR in Figure 1 (though note that the confidence intervals for the medians do
not overlap, so this looks like a reliable effect, though small), and some more with
ZTTR, especially in Figure 3. Since ORTOFON documents are dialogues, slicing
them up by speaker actually does make a difference in the units, but the fact that it
does have an effect on TTR was still somewhat surprising to us. It remains to be seen
whether an underlying linguistic explanation can be uncovered, or whether this is
a residual failure of both measures to compensate for different text lengths.

Turning our attention to Figure 2, we see that the per-speaker density curve for
ORTOFON peaks at 0, which is a good sanity check: it shows that our sample has
the same mean as the reference data extracted from another corpus of informal
dialogues. The ORATOR distributions peaking above 0 is a further confirmation of
the fact that semi-prepared monologues tend to be lexically richer than informal
dialogues.

Finally, the journalistic zZTTR was included because journalistic texts spread
over a large, well-populated portion of the TTR landscape, which makes them useful
as reference data for comparison across registers. Figure 3 shows that in general, the
lexical richness of both dialogues and monologues is on the low end of the spectrum,
with all four distribution curves squeezing almost entirely below 0, i.e., the average.

6 CONCLUSION

The ORATOR v2 corpus is freely available via the KonText search interface at
https://korpus.cz/kontext; other types of access to the data can also be provided upon
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request.® As we have sketched above, it presents many compelling research
opportunities: fruitful comparisons can be drawn both within the corpus itself and
with other corpora. ORTOFON v2 is an especially attractive option in this regard
because the two corpora focus on opposing ends of the spoken Czech spectrum while
sharing the same processing pipeline, which makes it less likely for researchers to be
misled by spurious differences caused by arbitrary incompatibilities between
corpora. In the previous sections, we have given a glimpse of the possible directions
to explore, but these are obviously just a tip of the iceberg. We are looking forward
to see what creative uses these resources will be put to by fellow linguists.
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Frame Positions | Documents
popularizing | 812,671 188
scientific 361,770 75
professional | 178,229 52
official 164,013 164
political 18,966 10

Tab. 1. Number of positions and documents in ORATOR v2, broken down by situational frame

Situation type Positions | Documents
lecture (academic, general public) 1,204,668 240
public assembly 63,891 24
meeting 49,451 19
tour (e.g. castle tour) 43,073 31
opening speech 34,644 64
introduction of a work of art 33,931 35
training (e.g. workplace safety) 32,438 11
instructions (e.g. yoga class) 26,176 12
celebratory address 17,483 20
ceremony (e.g. wedding) 12,658 14
sermon 9,087 8
closing speech 8,149 11

Tab. 2. Number of positions and documents in ORATOR v2, broken down by situation types

¢ Please use the form at https://korpus.cz/clarin/helpdesk to submit your request.
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Type of demonstratives |i.p.m.in ORATOR v2 |i.p.m.in ORTOFON v2

all

65,156.17 78,221.82

“long”

7,782.38 6,025.17

Tab. 3. Comparison of the relative frequency of different types of demonstratives
(in instances per million)

(Sub)corpus i.p.m. of @ |i.p.m. of @Q

ORTOFON v2 7,613 1,606

ORATOR v2 24,797 5,596
- read 5,939 2,124
- lectures 26,284 5,890
- scientific 35,329 8,986
- sermons 6,933 550
- ceremonies 6,320 1,185

Tab. 4. Relative frequency of short @ and long @@ hesitations in various (sub)corpora
(in instances per million)
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Abstract: This paper presents a specialized corpus tool GramatiKat in the context
of Open Science principles, namely data sharing, which offers opportunities for original
research and facilitates verifiability of research and building on previous research. The tool is
designed primarily for examining grammatical categories from the quantitative point of view.
It offers grammatical profiles of particular lemmas (currently 14 thousand Czech nouns) and
the proportion of individual grammatical categories within a part of speech, i.e., the standard
behavior of a word class. The data in GramatiKat are pre-processed, statistically evaluated, and
presented in charts and tables for clarity, and they are available to other linguists, especially
from fields of morphology and lexicography. This article is aimed at providing inspiration and
support to corpus and non-corpus linguists with utilization and enhanced use of the existing
tools and with the creation of new specialized tools available to other users.

Keywords: specialized corpus tools, grammatical category, morphology, lexicography,
Open Science

1 CORPUS LINGUISTICS IN THE CONTEXT OF OPEN SCIENCE

Current trends of open access to research outputs and of data sharing, which are
among the principles of Open Science, are key themes of the contemporary research
community. In corpus linguistics, this is not a new topic; corpora themselves, as well
as corpus concordancers, are research outputs that allow both the verifiability of
research conducted on corpus data and the building on previous research, while
offering all users vast opportunities for original research in various fields of
linguistics. These are precisely the requirements formulated by J. Chromy and
V. Cvrcek [1, pp. 8-11] in the article opening the monothematic issue of Nase rec¢
(1/2021), which set itself the task of opening a broad discussion on the topic of open
linguistics. Contributions to this discussion range from appeals and program
statements, to organizing projects aiming at data sharing, and to the actual
implementation of the principles in the form of shared research articles, data,
software, or other tools. I would like to contribute as well, specifically in the area of
“synergy and cooperation between the researchers” [1, p. 5].
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Just ten years ago, in 2011, an article was published in Nase rec, that was
reflected on in an editorial of the Jazykovedny casopis in 2019 (2/2019). The article
“Moznosti a meze korpusové lingvistiky” [2] focuses, among other things, on
changing trends in corpus linguistics, a discipline that adopted the principles of
sharing data and tools for their analysis from the very beginning of its existence. In
the first 20 years of its greatest boom since the late 1980s, corpus linguistics was
devoted first to data collection and tagging, and subsequently to diverse and
extensive linguistic research enabled by high-quality, large-scale data and to
expanding possibilities for analysis.

In the 10 years that have passed since the 2011 article, another strong trend can
be observed: development of specialized tools to process corpus data. Such tools
facilitate data analysis methods, such as keyword analysis or statistical evaluation of
corpus data, or they offer pre-processed data to enable research focused on particular
areas (e.g., identifying metaphors or phraseology, finding n-grams, exploring
translation equivalents or vocabulary of a particular text type). This trend is
noticeable in corpus linguistics worldwide (see webpage providing links to various
corpus tools https://corpus-analysis.com/) and the principles of Open Science have
been incorporated in the Czech National Corpus project as well. Seven publicly
available tools have been published in the last three years alone, offering statistical
data analysis, pre-processed and organized datasets or data visualization in the form
of interactive tables, graphs, and dialectological maps.'

As a co-author of two tools aimed at assisting other linguists with examining
research areas of grammatical categories and academic vocabulary (both with Oleg
Kovatik), I would like to share my experience with the development and application
of such tools (specifically, I will focus on the GramatiKat tool [3]). Hopefully, this
article will provide inspiration and support to corpus and non-corpus linguists in
utilizing and enhancing the existing tools, sharing ideas and resources such as access
to data or programming skills, and provide other researchers with new tools and pre-
processed data for their original research.

2 GramatiKat: TOOL FOR RESEARCH OF GRAMATICAL
CATEGORIES

The GramatiKat tool is designed primarily for researching grammatical
categories in Czech. The idea of examining grammatical categories from a less
traditional, quantitative point of view originated many years ago, during work on the
corpus-based Mluvnice soucasné cestiny [16, pp. 205-209], and was sparked by

! Tools created within the Czech National Corpus project: SyD [4], Morfio [5], KWords [6], Treq
[7], Pro skoly [8], Slovo v kostce [9], Calc [10], Lists [11], KorpusDB [12], QuitaUp [13], Mapka [14],
Akalex [15] and GramatiKat [3]. Manuals to and information on all the tools are available at https://wiki.
korpus.cz/doku.php/en:manualy.
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research on gradation of adjectives. This phenomenon stands between grammar and
word formation, partly because it does not apply to all adjectives. In fact, we found
out that comparative and superlative forms are attested only in a fraction of adjectives
— in the most recent corpus of contemporary written texts SYN2020 [17], only about
10% of adjectives (with frequency 3 or more) have comparative or superlative form,
i.e., less than 4 thousand adjectives. Among them, however, there are adjectives with
a very high frequency, so graded forms are encountered quite often in texts, and
gradation is considered a relatively common phenomenon.

The primary goal of GramatiKat is to expand this initial idea of quantitative
research to all grammatical categories in all parts of speech, especially nouns,
adjectives, and verbs. Such information is not accessible through a standard corpus
concordancer search and so only someone with special resources (access to data and
programming skills) is usually able to carry out such research. Through the
GramatiKat tool, the data are available to all interested researchers. It would be, of
course, possible to share the raw data with a presumption that experienced users can
draw their own conclusions. However, we have chosen a more involved approach.
The data is pre-processed, statistically evaluated, and presented in charts and tables
(and of course, the raw data is also available).

The first version of the tool has been available since early 2021 and includes
information about Czech nouns and their categories of number, case, and gender. For
the Slovko 2021 conference, data for Slovak nouns were added (see more in section
4.4).

The information that is currently available in the GramatiKat tool includes:

« distribution of grammatical category values within a word class, e.g.,

distribution of all 14 cases (7 cases in singular and plural) in Czech nouns.
For example, achart (identical to figure 1 in section 4.1) shows the
percentage of locative singular or dative plural;

+ distribution of grammatical category values within alemma, or,
a grammatical profile [18, p. 11], e.g., what is the grammatical profile of
a lemma vecer ‘evening’;

+ a list of words that show an unusually high frequency of a grammatical
category value, e.g., individual nouns that are attested significantly more
often than other nouns in a specific case;

« a list of words with a gap (or unattested form) in the paradigm, e.g.,
singularia tantum.

3 MATERIAL AND METHODS

We used data from the SYN2015 [19] representative corpus of contemporary
written Czech with 120 million words (incl. punctuation) to create the GramatiKat
tool. The corpus is balanced and consists of 1/3 fiction, 1/3 journalistic, and 1/3 non-
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fiction and academic texts. In the first version of GramatiKat, we included all nouns
from the SYN2015 corpus with a frequency of at least 100? (14 thousand noun
lemmas).

For comparison of Czech and Slovak nouns, we prepared a special parallel
subcorpus of InterCorp version 13, containing parallel Czech and Slovak texts. The
subcorpora size is 50 million lines (incl. punctuation) in Czech, 49 million lines in
Slovak. For Czech, we examined 5600 lemmas with a frequency of at least 100, for
Slovak 5400 lemmas.

We examined three grammatical categories, or rather three combinations of
grammatical categories: the number, the combination of case and number (i.e., 14
paradigm cells), and the combination of case and number with gender.?

For statistical evaluation of the data, a boxplot was used. In addition to its usual
purpose, which is visualization of numerical data in quartiles, a boxplot can also
serve as a guide to estimate which values are standard and which are exceptions, in
other words, which values are unusually high or unusually low. Such outliers are
often calculated as exceeding 1.5 times the interquartile range above the third
quartile and below the first quartile (although there are other options for evaluation,
e.g., using standard deviation; outliers can also be disregarded altogether).

The boxplots in GramatiKat not only show but also determine the standard and
non-standard behavior of the whole part of speech. In the context of the presented
research, we consider the values that do not belong to the outliers to be the standard
behavior of Czech nouns in a given case, and outliers from 1.5 times above the third
quartile to be exceptions — words with an unusually high representation of the given
case. The lower outliers are not present in our data at all (the 1.5 times the IQR
below the first quartile reach zero or negative values in all cases), and we consider
the absence of a certain form in a corpus (or, a gap in the paradigm) to be non-
standard behavior.*

In examining the quantitative properties of grammatical categories, it is
necessary to be aware that the percentage of values in each grammatical category
can be influenced by various factors, particularly by the size and composition of the
corpus and the frequency of the lemma. A large representative and balanced corpus
with a wide range of text types in balanced proportions such as SYN2015 ensures
a high degree of reliability of the grammatical profiles, at least within the language

2 We have chosen a relatively high frequency so that the probability of a given form would be high
enough.

3 In the future, we intend to include other parts of speech, primarily adjectives and verbs. In
addition to traditional grammatical categories, we would like to thoroughly examine negation, which has
not yet received sufficient attention in Czech grammatical or lexicographic descriptions or even corpus
lemmatization (adjectives).

4 The vocative is an exception: both singular and plural are usually unattested, so the gap in the
paradigm is actually standard behavior.
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variety under consideration. The researcher should always be aware of this limitation
and especially of the influence a smaller or unbalanced corpus may have on the
results (see sections 4.3 and 4.4).

4 RESULTS

4.1 Distribution of a grammatical category of case in Czech nouns

The main information that the user can get from the GramatiKat tool is the
overview of a given grammatical category within a certain part of speech. Figure 1
gives an overview of the case (in combination with number’) distribution in Czech
nouns in the SYN2015 corpus. It shows the standard behavior of Czech nouns, as well
as the threshold for an unusually high proportion of each of the cases. This threshold
varies notably across individual cases, e.g., 2.5% is an unusually high proportion of
dative plural, whereas 24.1% is an unusually high proportion of nominative plural, and
the percentage is even higher (57.4%) for nominative singular. As mentioned above,
the lower threshold for all cases is zero, in other words, a gap in the paradigm (vocative
case is an exception). Specific values relating to the boxplots in figure 1 (median,
interquartile range, and outliers) are presented in table 1.
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Fig. 1. Case distribution of Czech nouns in the SYN2015 corpus (nouns with a frequency of at
least 100). Outliers indicate individual noun lemmas that have an unusually high percentage of the
given case. Boxes, together with whiskers, represent the range of standard behavior of nouns

> We look at distribution in of 14 cases, i.e., 7 cases in two numbers, to capture the whole paradigm
of each lemma.
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singular plural
1 2 3 4 5 6 7 1 2 3 4 5 6 7
(nom)| (gen) | (dat) | (acc) | (voc) | (loc) | (inst) | (nom)| (gen) | (dat) | (acc) | (voc) | (loc) | (inst)
Unusually

high 5741549 93 |48.7| 0.0 [252|21.6[24.1|29.0| 25 |19.1| 00 | 42 | 74
75th pere. | 28.0 | 25.0 | 4.0 [22.6| 0.0 |10.5] 9.8 | 98 | 11.8| 1.0 | 7.8 | 0.0 | 1.7 | 3.0

Median 1931148 | 1.8 [145] 00 | 39 | 55| 35| 42|02 28|00 | 0409

25th pere. | 125174 1 0.7 | 78 10009 /28 | 05|05 )00]03]0.0]0.0]0.0
Unattested| 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 ] 0.0 | 0.0 | 0.0 | 0.0 | 0.0

Tab. 1. Supplementary table to Fig. 1. The value in the first line indicates the threshold for
outliers or the threshold of an unusually high proportion of the given case (in %). Values between
the 25" and 75" percentile form the box in the boxplot for each case. The values are calculated
based on nouns that occurred with a frequency of at least 100 in the SYN2015 corpus

The overview of standard behavior of nouns within the grammatical category
of case is not completely new information, it has been in shorter form presented in
the books Statistiky cestiny [20, p. 134] and Mluvnice soucasné cestiny [16, p. 141].
Also, it is not difficult to extract this information directly from a corpus concordancer
such as KonText. But this basic information is merely a gateway to grammatical
profiles of all 14,000 lemmas examined, as well as to the groups of lemmas belonging
to outliers (see section 4.2).

4.2 Grammatical profiles of individual lemmas

In GramatiKat, it is possible to display the grammatical profile of a particular
lemma against the background of standard behavior of the whole part of speech. In
figure 2, we can see the case distribution of the lemma sekera ‘ax’ in the form of
grey dots, figure 3 shows the data for the word uvozovka ‘quotation mark’. In both
figures, there is an evident deviation from the standard. Figure 2 shows an unusually
high frequency of instrumental singular (high percentage of instrumental is
characteristic of other tools as well, such as lopata ‘spade’, kladivo “hammer’, niiz
‘knife’, or Arabé ‘rake’). In figure 3, we can see that the lemma is overall more
common in the plural, and we can observe an extremely high frequency of locative
plural (v uvozovkdach ‘in quotation marks”).

Finding words that have an unusually high percentage of a certain case is also
possible. For example, under dative singular, we can find 1169 lemmas where this case
accounts for at least 9.3% (the threshold for outliers, see table 1). The lemmas that
occur almost exclusively in this case include mdni ‘having’, dostani ‘getting’,
nepoznani ‘not recognizing’, zahozeni ‘discarding’, or *snédek ‘eating’. All of these
lemmas are components of multiword units (mostly with the verb byt ‘to be’ and
preposition k ‘to’: ne/byt k mani ‘not/to be had’, ne/byt k dostani ‘not/to be gotten’, byt
k nepoznani ‘to be unrecognizable’, néco k snédku ‘something to be eaten’ ) and their
classification as nouns is entirely formal. This is especially evident in the reconstructed
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nominative singular *snédek. Among other lemmas with unusually high but not
exclusive dative singular (around 20%) are jubileum ‘anniversary’, politovani ‘regret’,
zlepseni ‘improvement’, usmrceni ‘killing’, and obezretnost ‘prudence’.
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Fig. 2. The grey dots show the percentage of individual cases within the lemma sekera ‘ax’, the
background boxplots show standard behavior as well as outliers of Czech nouns

Case and number (Nouns)

1.00- .
.
L]
s ¥ i I
.
0.75- .
. L]
L L]
- l . 'l L]
£ . ¢ . !
5 . . . . .
= [ 1 ] .
- l T ly .
= L] .
© 0.50 .
H H . ] (@]
' . - ]
<] . L}
® ¢ ! . (]
T . . - :
- .
. H s ]
0.25 . .
. L} .
] . =
. L i
]
i 3
0.00- —‘— ——
s1 52 s3 s4 S5 S6 s7 Pl P2 P3 P4 P5 P6 P7
< cases singular | cases plural >

Fig. 3. The grey dots show the percentage of individual cases within the lemma uvozovka
‘quotation mark’, the background boxplots show standard behavior and outliers of Czech nouns
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Similarly, it is possible to find lemmas with a missing form, for example,
nominative plural. Almost 25% of the examined nouns, or 3400 lemmas, do not
occur in nominative plural.® Such a comprehensive list of singularia tantum can
lead to a better understanding and theoretical description of this phenomenon,
especially the reasons for missing plural forms (usually semantic incompatibility,
strong semantic preference, or limited collocability [21, p. 6]. Some of the lemmas
with the plural form missing are agresivita ‘aggressiveness’, bezpeci ‘safety’,
komplexnost ‘complexity’, pocasi ‘weather’, or potomstvo ‘offspring’.

4.3 Proportion of standard behavior nouns

The common presumption that most of the reasonably frequent nouns have
a complete paradigm with no significant deviations is revealed as incorrect. On
the contrary, the examination of the material available in GramatiKat shows that
only about 25% of nouns with a frequency of at least 100 in the corpus can be
considered standard concerning the distribution of cases’ — all the cells of their
paradigms are represented and there are no unusually frequent paradigm cells.®
More specifically, approximately half of the lemmas examined show an
unusually high frequency of at least one paradigm cell, and approximately 50%
of the lemmas show at least one missing paradigm cell, with a significant overlap
between the two groups.

However, this phenomenon is highly frequency-sensitive. The percentage
of standard lemmas increases (up to a point, see figure 4) and decreases with
their frequency in the corpus — the probability of attested dative plural, for
example, is quite low in lemmas with a frequency lower than 100. And ultimately,
a lemma with a frequency lower than 14 cannot be represented by all 14 cases.

In any case, non-standard behavior in nouns is not a marginal phenomenon
but rather a frequent feature that should be monitored and described not only
within the realm of grammar but also in lexicographical description (see
section 5).

4.4 Comparison of Czech and Slovak nouns

The GramatiKat tool is ready to process material from languages other than
Czech as well. The prerequisite is a sufficiently large morphologically tagged
corpus. We have so far processed Croatian nouns (available upon request) and
Slovak nouns. A major issue for comparing two languages, as well as for reliability

¢ Such lemmas do not occur or rarely occur in any of the plural forms.

7 L. Janda and F. M. Tyers claim that “[o]nly a fraction of lexemes are encountered in all their
paradigms in any corpus or even in the lifetime of any speaker” [18, p. 1]. The results presented here
show that the situation is not as severe (perhaps the corpus size played a role). However, it is possible to
agree that non-standard paradigms are not an exception.

§ Again, the vocative was excluded.
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of the results, is their dependency on corpus size, types of texts or, in the case of
smaller corpora, even on the individual texts included. For Czech, we are satisfied
with working with the representative and balanced corpus SYN2015. For other
languages including Slovak, InterCorp data are large and diverse enough (even
though not balanced). They offer the possibility to compare two (and even more)
languages on the basis of the exact same texts, which we implemented in the
GramatiKat tool for the language pair of Czech and Slovak. The comparison of
Czech and Slovak is very reliable, the results for the two separate languages are
less so (compare figure 1 with 5 and 6).

100%
90%
80%
70%

60%

50%
40%
30%
20%
10%
0% T T T T T T T T

= 100 = 500 = 1000 = 1500 = 2000 = 5000 = 20000 = 30000 = 50000

Standard / nonstandard lemma ratio

Frequency of the lemma

Fig. 4. Percentage of lemmas with a standard grammatical profile on different frequency levels.
The figure shows that the phenomenon is frequency-dependent

A comparison of case distribution in Czech and Slovak (figure 5 for singular
and figure 6 for plural, also summarized in table 2) shows that the two languages
are very close in this respect. The biggest differences are between nominative
singular, which is 1.1 percent more frequent in Czech, whereas accusative
singular is 0.9 percent more frequent in Slovak. Whether or how these two
phenomena are related to each other could only be determined through further
extensive analysis.
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Fig. 5. Comparison of singular cases distribution in Czech (grey) and Slovak (white) nouns in
InterCorp version 13, lemmas with frequency of at least 100
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Fig. 6. Comparison of plural cases distribution in Czech (grey) and Slovak (white) nouns in
InterCorp version 13, lemmas with frequency of at least 100
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singular plural

1 2 3 4 5 6 7 1 2 3 4 5 6 7
(nom) | (gen) | (dat) | (acc) |(voc)| (loc) |(inst)|(nom)|(gen)| (dat) | (acc)|(voc)|(loc)| (inst)

Median CZ| 13.35 | 17.28 | 2.07 | 15.13 | 0.00 | 3.87 |4.65| 2.35 | 3.61| 0.16 | 2.70 | 0.00 | 0.42 | 0.72
Median SK| 12.24 | 17.65 | 1.66 | 16.04 | 0.00 | 4.67 | 4.73 | 2.53 | 3.85| 0.08 | 2.94 | 0.00 | 0.51 | 0.74
Difference | -1.11 | 0.37 |-0.40 | 0.91 |0.00 0.80 | 0.08 | 0.18 | 0.23|-0.08 | 0.24 | 0.00 | 0.09 | 0.01

Tab. 2. Supplementary table to fig. 6 and 7 showing the difference between Czech and Slovak
standard noun behavior. The values (in %) are calculated based on nouns that occurred with
a frequency of at least 100 in the InterCorp version 13 parallel Czech-Slovak subcorpus

5 GramatiKat IN LINGUISTIC RESEARCH - SUGGESTIONS

The GramatiKat data can be utilized in various linguistic disciplines. Instant
use is possible in lexicography by detecting the lemmas with non-standard behavior
(gaps in paradigm, extremely frequent forms). For example, it could be helpful to
supplement the entry brva ‘eyelash’ in the Academic Dictionary of Contemporary
Czech [22] with the information that 77% occurrences of this lemma are in
instrumental singular, so the lemma is overwhelmingly often a component of the
idiom ne(po)hnout (ani) brvou ‘not to bat (even) an eyelash’ (the idiom itself is listed
in the dictionary, without frequency information).

Similarly, the tool can be used for educational purposes, especially in teaching
Czech as a second language. Adaptation of educational practices based on case
distribution is discussed by Janda and Tyers [18] who suggest that “learning may
be enhanced by focusing only on the word forms most likely to be encountered”
[18, p. 28). For example, we can consider teaching only the genitive and accusative
singular of the lemma vecer ‘evening’ (nominative, genitive and accusative
represent 78% of the lemma occurences), and genitive and locative singular of the
lemma zahrada ‘garden’ (64% of occurrences), especially in the earlier stages of
the learning process.

The obvious direction for closer examination of the pre-processed data is
morphological analysis. Determination of quantitative properties of individual
grammatical categories within the individual parts of speech alone can be
a valuable outcome. With information on all grammatical categories completed,
we can expect re-evaluation or more accurate understanding and description of
morphological phenomena (as was the case of adjective gradation mentioned
above). Since the anomalies in case distribution are often caused by collocational
restrictions, research should be also oriented toward multi-word units which are
underrated and underrepresented in current grammatical, as well as lexicographic
descriptions.
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As a part of the Feast and Famine project’, research of defectivity and anomalies
in grammatical profiles of Czech nouns is currently underway. The preliminary
results show that GramatiKat data is very relevant to theoretical research of language
potentiality and of paradigm defectivity, as well as the underlying motives (especially
semantics and collocability).

6 CONCLUSION

This article is based on the plenary session of the Slovko 2021 conference. It
presents an online tool for research of grammatical categories — GramatiKat. The
tool reflects the current atmosphere of open access and shared data in science and
humanities, as noted in Chromy and Cvrcek [1]. It provides users interested in
linguistic research of grammatical categories (namely in the fields of morphology
and lexicography) with a large-scale, pre-processed corpus data, as well as
visualizations of grammatical categories of Czech. Also available is a comparison of
Czech and Slovak nouns based on a parallel corpus of the two languages.

The study gives an overview of the grammatical category of case (in
combination with number) in Czech nouns — it shows the standard behavior of Czech
nouns, as well as the thresholds for non-standard case distribution. On this basis, the
charts in GramatiKat also show the case distribution and anomalies within paradigms
of'individual lemmas. The anomalies are not a peripheral phenomenon within nouns;
section 4.3 shows that a significant number of lemmas exhibit non-standard case
distribution — either a paradigm gap or an unusually high frequency of a certain case.

However, the main goal of this article is not to present the tool itself (although
as a co-author, I am grateful for this opportunity); my ambition is to inspire others to
undertake similar projects which provide other linguists with otherwise inaccessible
data and facilitate a broader and deeper examination of a specific phenomenon.
I demonstrated in several examples how a tool such as GramatiKat can be versatile
and can serve researchers of various linguistic fields or interests. The data is relevant
to morphology, as well as lexicology and lexicography, to theoretical research of
language potentiality and defectivity, and can be also used for educational purposes.

The benefits of a tool such as GramatiKat, offering pre-processed data, are
numerous. The shared data follows the principles of Open Science, namely the
verifiability of research and building on previous research. Most importantly, such
tool gives all linguists, corpus and non-corpus, access to data that might otherwise
be unattainable. The users can then undertake thorough research of a scale that is
impossible for one person and can also use the tool in original and unexpected ways.

? Feast and Famine: Confronting Overabundance and Defectivity in Language is a project that
takes place in several European universities and language institutes, including Sheffield University, the
Faculty of Arts of Charles University and the Czech Language Institute (https://www.sheffield.ac.uk/
feastandfamine).

542



ACKNOWLEDGEMENTS

This paper resulted from implementation of the Czech National Corpus project

(LM2018137) funded by the Ministry of Education, Youth and Sports of the Czech
Republic within the framework of Large Research, Development and Innovation
Infrastructures. The research has been also in part funded by the United Kingdom’s
Arts and Humanities Research Council (AH/T002859/1) and by the European Regional
Development Fund-Project “Creativity and Adaptability as Conditions of the Success
of Europe in an Interrelated World” (No. CZ.02.1.01/0.0/0.0/16_019/0000734).

References

Chromy, J., and Cvrcek, V. (2021). Lingvistika jako oteviena a transparentni disciplina. Nase
fe¢, 104(1), page 514.

Cvrcek, V., and Kovarikova, D. (2011). Moznosti a meze korpusové linvistiky. Nase fec,
94(3), pages 113—-133.

Kovatikova, D., and Kovaiik, O. (2021). GramatiKat. Prague: UCNK FF UK. Praha 2021.
Accessible at: http://www.korpus.cz/gramatikat.

Cvrcek, V., and Vondricka, P. (2011). SyD — Korpusovy pruzkum variant. Prague: FF UK.
Accessible at: http://syd.korpus.cz.

Cvréek, V., and Vondiicka, P. (2013). Morfio. Prague: UCNK FF UK. Accessible at: http:/
morfio.korpus.cz.

Cvréek, V., and Vondticka, P. (2013). KWords. Prague: UCNK FF UK. Accessible at: http:/
kwords.korpus.cz.

Vaviin, M., and Rosen, A. (2015). Treq. Prague: UCNK FF UK. Accessible at: http://treq.
korpus.cz.

L. Lukesové (ed.). (2017). Pro $koly — reportaz korpusovych cviceni. Prague: UCNK FF
UK. Accessible at: http://www.korpus.cz/protokoly.

Machalek, T. (2019). Slovo v kostce — agregator slovnich profili. Prague: UCNK FF UK.
Accessible at: http://www.korpus.cz/slovo-v-kostce.

Cvréek, V. (2019). Calc: Korpusova kalkulagdka. Prague: UCNK FF UK. Accessible at: http://
www.korpus.cz/calc.

Kien, M., and Cvrcek, V. (2019). Lists: Prohlize¢ frekvencnich seznami. Prague: UCNK FF
UK. Accessible at: http://www.korpus.cz/lists.

Vondficka, P. (2020). KorpusDB: Databaze slovnich tvarti a lemmat dolozenych v korpusech
CNK. Verze 1.0. Prague: UCNK FF UK. Accessible at: http://db.korpus.cz/.

Cvréek, V., Cech, R., and Kubat, M. (2020). QuitaUp — nastroj pro kvantitativni
stylometrickou analyzu. Czech National Corpus and University of Ostrava. Accessible at:
https://korpus.cz/quitaup/.

Golanova, H., Waclawiova, M., and Pejcha, J. (2021). Mapka: Mapova aplikace pro
korpusy mluvené &etiny. Verze 1.1. Prague: UCNK FF UK. Accessible at: http:/www.
korpus.cz/mapka.

Kovatikova, D., and Kovaiik, O. (2021). Akalex. Prague: UCNK FF UK. Praha 2021.
Accessible at: http://www.korpus.cz/akalex.

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 543



[16]
[17]

[18]

544

Cvrcek, V. et al. (2009). Mluvnice soucasné Cestiny L.: Jak se piSe a jak se mluvi. Praha:
Karolinum.

Kien, M. et al. (2020). SYN2020: reprezentativni korpus psané ¢estiny. Prague: UCNK FF
UK. Accessible at: http://www.korpus.cz.

Janda, L. A., and Tyers, F. M. (2018). Less is more: why all paradigms are defective, and
why that is a good thing. Corpus linguistics and linguistic theory, 14(2). Accessible at:
https://doi.org/10.1515/cl1t-2018-0031.

Kien, M. et al. (2015). SYN2015: reprezentativni korpus psané ¢estiny. Prague: UCNK FF
UK. Accessible at: http://www.korpus.cz.

Cermék, F. et al. (2009). Statistiky Gestiny. Prague: NLN.

Kovatikova, D. et al. (2019). Lexicographer’s Lacunas or How to Deal with Missing
Representative Dictionary Forms on the Example of Czech. International Journal of
Lexicography, 33(1), pages 90-103. Accessible at: https://doi.org/10.1093/ijl/ecz027.
Akademicky slovnik soucasné Cestiny (2021). Accessible at: https://slovnikcestiny.cz/uvod.

php.



§ sciendo
DOI 10.2478/jazcas-2021-0050

THE NEW VALUE OF THE STRUCTURAL ATTRIBUTE SECTION
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section in the SYN v8 corpus and its possible application in linguistic research. Journal of
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Abstract: The paper introduces a new section separated from journalistic texts in
Czech corpora, namely interviews. This genre is highly specific; from among the texts that
can be found in newspapers and magazines, it is probably the closest to spoken language. In
two case studies, we present the possible application of the interviews subcorpus in linguistic
research. The first one deals with the role of paralinguistic behaviour, especially laughter
in written interviews vs. spoken dialogues. The second one investigates the specifics of the
demonstrative ten in the function of a nominal attribute, again in both written and spoken
data.

Keywords: Czech spoken corpora, interviews, paralinguistic behaviour, determiner fen

1 INTRODUCTION

Language corpora contain many metadata which help to analyse the actual data.
In general, information about written texts is divided according to the whole
document, the text itself, the paragraph, and the sentence, and is generally referred to
as containing structural attributes. Each of them is filled with different values. This
paper aims to introduce the structural attribute of a section, covering the content of
a newspaper or a magazine (hereinafter: NMG) split into the sections, e.g., news,
sport, crime, etc. The attribute value is based on the original newspaper; therefore, it
can vary from one title to another or stay empty, unfilled.

The attribute of section has been introduced in the corpus of written Czech
SYN2015 [1]. Besides 13 original values of this attribute, another one — rozhovory
(‘interviews’) — was added in the SYN v8 corpus [2]. This genre is highly specific;
of most of the texts in NMG, it is probably the closest to spoken language — albeit
admitting that interviews are edited and “smoothed” towards the easy-to-read form.
Moreover, it is easily detectable too (most usually titled Rozhovor s... ‘Interview
with’), and as such, it served us well as a starting dataset for our research. Among
other things, it turned out that the information about the interviewee’s behaviour is
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usually added in the parentheses, and these paralinguistic comments (e.g., sméje se
‘laughs’, kr¢i rameny ‘shrugs his/her shoulders’, etc.) can specify the interpretation
of the speaker’s verbal message. We present the results and compare them with the
transcribers’ comments within the Czech spoken corpora in the first case study of
our paper. The second case study deals with the demonstrative fen (‘the’) in the
function of a nominal attribute in both written and spoken data.

2  CASE STUDY 1: PARALINGUISTIC COMMENTS IN NMG
INTERVIEWS

2.1 Introduction

The first case study deals with the role of paralinguistic behaviour, especially
laughter, in written interviews vs. spoken dialogues. Especially recently, the
interviewee’s nonverbal behaviour is sometimes captured in NMG interviews
(hereinafter: NMGi) to specify and/or complete the meaning of the utterance. It is
similar to the author’s comments about the behaviour of characters in a script or a play.

What the comment is comprised of and what is essential to mention depends on
an interviewer (or an editor). There are no strictly given rules or requirements. We
can only assume that there is a common practice of processing the spoken transcript
of an interview into a written form that is different in each newspaper or magazine,
and this practice also includes the use of comments.

This study follows up and expands on the unpublished pilot study [3], conducted
on uncategorized journalistic texts from the SYN v6 corpus [4]. Preliminary results
showed that the three most frequent comments (laughter, smile, thinking) covered
95% of all comments (see Table 4). From the formal point of view, comments are
mainly composed of a verb, a verb with an adverb, or, alternatively, a more complex
structure (e.g., zacne se hlasite smat ‘starts to laugh loudly’). Aiming to verify to
what extent these results are valid only for the written interviews, we used the new
section attribute within the SYN v8 corpus [2]. Further, the results from both written
corpora are compared to the transcribers’ paralinguistics comments included in the
spoken corpora of Czech.

In general, our paper aims to reveal which types of comments are incorporated
the written interviews and how they are structured. We also consider the overall
motivation of paralinguistic comments in the texts.

2.2 Data and methodology

This study is based on three corpora of today’s Czech. Within the context of the
written corpora SYN v6 and v8, we focus on the journalistic texts only, as we
presume a higher frequency of paralinguistic comments there. SYN v6 has no
particular category for written interviews; therefore, we had to work with the whole
journalistic subcorpus (4.36QG), using the following CQL query:
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[word="\("][word="(?1)[adbccdd’ecéfghiijklmnnodpqrissttuntivwxyyzz]{1,20}” &
pos!="[XC]” & tag!=".{14}8.”]
On the contrary, the NMGi subcorpus (over 2M tokens) can be delimited within the
newer SYN v8 corpus, and the CQL query syntax is much more straightforward:
[word="\(“] within <text section="rozhovory” />
The ORTOFON v2 corpus [5] (2.5M) represents the synchronic spoken language.
We benefit from the fact that the comments are tagged as the “M” part of speech.
[pos="M"]

The results from both written corpora were manually filtered, focusing on the
search for relevant results, i.e., the comments which describe the interviewee’s
paralinguistic behaviour.

2.3 Results

Firstly, we compare the content of comments within the SYN v6: NMG
subcorpus with the SYN v8 corpus. Although there are more than 6M hits, most of
them needed to be filtered out. Table 1 shows the ten most frequent types. The
relevant occurrences are in bold.

SYN v6: NMG ipm
1. (na snimku) 8.1

‘on the photograph’ '
2. (vlevo)

‘on the left’ 198
3. (smich)

‘laughter’ 154
4. (vpravo)

‘on the right’ 145
5. (sméje se) 6.6

‘is laughing’ ’
6. () 53

[website removed] )
7. (ne) 49

‘no/non-’ )
8. (tismév)

‘smile’ 44
9. (uprostred) 40

‘in the middle’ )
10. | (ANO) 39

[abbreviation of Czech political party] )

Tab. 1. Top 10 most frequent chunks in parentheses in the SYN v6: NMG subcorpus

Table 1 illustrates what kind of information is mainly captured within
parentheses as comments in NMG. These results are similar in both written corpora.
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Besides paralinguistic behaviour, it can be a caption of a photograph or a picture (nr.
1,2,4,9in Table 1), a quotation of a website (nr. 6), or one’s affiliation to a political
party (nr. 10). Also, the negation particle ne (nr. 7) was found in texts quite often,
e.g., Vlada (ne)schvalila danovou reformu ‘The government has (not) approved the
tax reform’.

Filtered results show the prevalence of laughter or smiles within both corpora
(see also Table 2 below). Looking closer, we could identify the varied modes/phases
of laughing and smile and/or different length of their duration. The third most
frequent behaviour is the process of thinking, also of various lengths or efforts. Other
types of comments describe pauses, gestures, facial expressions, or sighs — in
general, the nonverbal physical or physiological behaviour. There are also the
interviewer’s comments on the interviewee’s speech (e.g., hledd v mobilu ‘is
searching on the mobile’ skdce/skoci do reci ‘is cutting in’, nesouhlasné vrti hlavou
‘shakes his/her head in disapproval’) and noises from outside (a phone ringing),
other people’s reactions (jeho Zena prikyvuje ‘his wife nods’). The mental state of
the speaker is described by adverbs (e.g., smutné ‘sadly’, pobavené ‘amusedly’,
zklamané ‘disappointedly’), which may be added to the verbal comment, too.

rank |SYN v6: NMG ipm | SYN v8: NMGi ipm
1. smich smich
‘(laughﬁer’ 15.4 ‘la{lghter)’ 145.3
2. sméje se, sméje se
‘(is lajughi)ng’ 6.6 ‘is(laug{hing)’ 508
3. | (usmév (usmév
‘smile’) 44 ‘smile)’ 303
4. (ysmi\fa'. se) 21 (L.tsmiv.d. se) 9.8
‘is smiling’ ‘is smiling’
S. (usméje se) 13 (skace do fe.él) )3
‘smiles’ ‘cuts in’
6. | (rozesméje se) 03 (ukazuje n'éco/na néco) 14
‘laughs’ ‘points at sb/sth’
7. | (premysli) (usméje se)
‘l;s thifljking’ 0.2 ‘séﬁles’ 0.9
8. (pousméjje se) 0.2 ({)‘e smichem) 0.9
‘half-smiles’ ‘with laughter’
9. (zamysli se) 01 (vehementné predvadi) 05
‘thinks’ ‘demonstrates vehemently’
10. | (diirazneé) (nesouhlasné vrti hlavou)
‘strongly’ 0.1 ‘shakes his/her head in 0.5
disapproval’
11. (odmlcv.l' se) 01 . ij?m){'s“ll) 0.5
“falls silent’ ‘is thinking’
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rank |[SYN v6: NMG ipm | SYN v8: NMGi ipm
12. ‘(s z.isméverr?) , 0.1 (rozesr‘néje se)’ 0.5
with a smile laughs
13. | (zasméje se) <0.1 (hleda v mobilu) 05
‘laughs’ | ‘is searching on the mobile’ )
14. ‘(SkOCVl.' d’o reci) <01 N (zamysli se)’ 05
cuts in think about sth
15. | (krouti hlavou) 0.1 (s tismévem) 05
‘shakes one’s head’ ) ‘with a smile’ )
16. | (chvili premysli) <01 (pokyvuje hlavou) 05
‘is thinking for a while’ ) ‘nods’ )
17. | (dlouho premysli) <01 (dlouze premysli) 05
‘is thinking for a long time’ " | ‘is thinking for a long time’ )
18. | (se smichem) <01 (smutné se usmiva) 05
‘with laughter’ ) ‘smiles sadly’ )
19. | (povzdechne si) 0.1 (chvilku premysli) 0.5
‘sighs’ ) ‘is thinking for a while’ )
20. | (skace do reci) (usmév na tvari mluvciho)
‘is cutting in’ <0.1 ‘smile on the speaker’s 0.5
face’

Tab. 2. Comparison of the top 20 paralinguistic comments in the SYN v6: NMG and SYN v8:
NMGi subcorpora

The results from the written corpora (Table 2) partially correspond with the
comments of paralinguistic comments in the ORTOFON v2 corpus (Table 3). These
comments are added during the process of transcription and focus on the sounds that
could influence spontaneous dialogue. There are not only paralinguistic, nonverbal
expressions of a speaker, such as breathing in and out, but also sounds accompanying the
speech, e.g., noise from the street, knocking on the door, clearing the throat, etc. Table 3
shows that laughter is the third most frequent comment and a faint smile the fifth one.
This type of comment is the only one that is exactly the same as in the written data.

rank |ORTOFON v2 ipm| rank ORTOFON v2| ipm
1. (nadechnuti) | 8,143 11. (hlasity hovor v pozadi) 530
‘breathing in’ ‘loud talking in the background’
2. (rusivy zvuk) | 5,366 12. (citoslovce) 541
‘disruptive sound’ ‘interjection’
3. , 4,483 13.|  (smich vice mluvéich najednou)
(smich) . . .
. , collective laughter of multiple | 376
laughter )
speakers
4. (hluk v pozadi) | 2,682 14. (povzdech) 362
‘noise in background’ ‘sigh’
Jazykovedny &asopis, 2021, ro¢. 72, €. 2 549



rank | ORTOFON v2 ipm| rank ORTOFON v2| ipm

5. (pousmani) | 2,531 15. (zvuk z rdadia) 339
‘faint smile’ ‘sound from a radio’

6. (mlasknuti) | 1,583 16. (ruch z ulice) 318
‘lip smacking’ ‘noise from the street’

7. (cinkani nadobi) | 1,553 17. (zvuky pri jidle) 308
‘clinking dishes’ ‘sounds during eating’

8. (odkaslani) 690 18. (polknuti) 204
‘clearing the throat’ ‘swallow’

9. (vydechnuti) 646 19. (mluvi ke zvireti) 272
‘breathing out’ ‘talks to animal’

10. (klepani) 592 20. (zvuk z televize) 266

‘knocking’ ‘sound from TV’

Tab. 3. Top 20 most frequent paralinguistic comments in the ORTOFON v2 corpus

2.4 Summary
This study focused on the paralinguistic comments in written journalistic texts.
The most frequent comments include laughter, smile, and thinking (Table 4).

SYN v6: NMG| SYN v8: NMGi
laughter 72% 80%
Smile 21% 17%
thinking 2% 1%
Other 5% 2%

Tab. 4. The types of comment according to their meaning within written corpora

The frequency of laughter and smile indicates that these comments are
considered essential for readers to understand the tone of the interview properly. We
assume that this is a primary motivation for their incorporation into texts despite
a somewhat foreign nature in the stream of speech and potential difficulties with
their conversion into words.' The presence of paralinguistic comments in NMGi is,
at least from the perspective of frequency, a typical feature for this register (similar
to scripts).

! The laughter or smile comments are sometimes replaced with emoticons, e.g., — Kterd historka
vas v posledni dobe pobavila? — Ta, ze jste si za mnou prisel pro rozhovor. :) ‘— Which story has amused
you lately? — That you came to me for an interview. :)’.
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3 CASE STUDY 2: THE DETERMINER TEN IN NMG INTERVIEWS

3.1 Introduction

The second case study concerns the specific role of the demonstrative fen? as
a determiner. Although Czech belongs to languages without a definite article, its
function is repeatedly attributed to the pronoun fen, and there are recurring
hypotheses about the gradual emergence of the category of definiteness in,
predominantly spoken, Czech (as early as in 1917: [6], most recently [7]). We want
to verify this hypothesis — purely quantitatively at the moment — on the spoken
corpora of Czech, including their specific segment of NMGi. We limit ourselves to
a quantitative analysis only, which should then be supplemented by a deeper
qualitative analysis, e.g., in a similar way as described in [7].

3.2 Data and methodology

To get an insight into behaviour of the pronoun fen as a means of deixis, we
used the following CQL query:
(1:[lemma="ten” & tag="_M.*"] [pos="[AP]’]{0,3} 2:[tag="N.M.*’]) |
(1:[lemma="ten” & tag="..1.*"]1 [pos="[AP]’]{0,3}  2:[tag="N.L*"]) |
(1:[lemma="ten” & tag="..F.*’] [pos="[AP]’]{0,3} 2:[tag="N.F.*’]) |
(1:[lemma="ten” & tag="_.N.*"] [pos="[AP]”]{0,3} 2:[tag="N.N.*"]) & 1.case=2.
case

We are looking for a combination of the pronoun ten and a noun (with up to 3
potentially inserted tokens). At the same time, both expressions must match in the
case (condition 1.case = 2.case) and gender (which has no attribute in the corpora,
thus it is necessary to specify via a tag successively all four genders: masculine (in)
animate M/I, feminine F, neuter N). We are aware that unwanted hits remain in our
dataset (besides cases of actual deixis, these are, e.g., multiword expressions such as
v tom pripadé ‘in that case’, tou dobou ‘at the time’, etc.). Still, we intentionally do
not want to advance to their manual filtering as we are only interested in obtaining
and comparing the relative frequency (ipm) of this phenomenon in different corpora.

3.3 Partial results

The results summarized in Table 5 correspond to our initial hypothesis: the
structure is most abundantly represented in spoken data, and within them, most often
in ORATOR, the corpus of monologues about which speakers are informed in
advance and for which they can prepare [8]. The speaker’s effort to clearly identify
the noun in question and/or to emphasize it duly in the structure of their lecture can
explain the higher occurrence of the structure. We cannot exclude a double deixis —

2 The lemma ten (the singular nominative form for the masculine gender) also includes the forms
of the feminine and neuter gender ta and 7o, as well as plural forms 7, ¢y, and ta. In all the corpora we use
in this chapter, the lemmatization is unified, including all these forms into the given lemma.
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a verbal and physical one, i.e., real pointing to the subject using a pointer or a finger
(in apresentation, on a blackboard, etc.), parallel with the utterance of the
demonstrative noun. Another possible explanation includes the speaker’s attempt to
be informal or gain more time to word an idea by adding redundant expressions. In
written corpora, this structure most often appears in fiction, while there is
a significant difference between the subcorpus of interviews and NMG in general
(see lines 4 and 3).

(sub)corpus size in tokens hits | frequency (ipm)
SYN2020: FIC 333M 188,013 1,543
SYN2020: NFC 333M 46811 384
SYN2020: NMG 333M 53745 441
SYN v8: NMGi 2.2M 6,069 2,827
ORTOFON v2 2.IM 90,794 8,121
ORALv1 54M 53500 8,410
ORATOR v2 12M 17296 11,263

Tab. 5. The frequency of ten structures in the selected Czech corpora

Let us start with spoken language represented by the ORTOFON v2 corpus.
The speaker in example (1) has a prominently higher ipm of the fen structure
compared to ipm for the whole corpus (13,115 vs. 8,121), and it is obviously a salient
feature of his idiolect.

(1) 15TOO8N, Ignac V. [talks about his visit to Jerusalem and comments on the
behavior of Orthodox Jews at the Wailing Wall]

takze ty bezpecnostni ty tam jsou jako hodné no tak jsme prosli .. a pak jsme byli fakt
u ty Zdi narkit a tam to je uplné teda specialni tam .. fakt chodéj jenom ti ortodoxni
Zidi takovy ty dlouhy kabaty .. fakt chodéj jenom ti ortodoxni Zidi takovy ty dlouhy
kabaty .. a prosté u té Zdi narkii vSichni tak jako se kolébaji a rikaji tu modlitbu

On the contrary, the next speaker’s utterance is laconic in terms of the frequency
of the pronoun ten (ipm 2,575):

(2) 20A011N, Dusan M.} [depicts a difficult traffic situation at an intersection while
driving a car]|

3 There is an incorrect piece of information in the database, this is in fact a female speaker.
Potential yet unrealized occurrences of the pronoun are denoted by (0), or (0?) in questionable cases,
respectively.
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tak jsem jela a rikam Honziku tak . dobry .. to snad dam .. snad to nikde tatinkovi
neposkodim .. bude to dobry zavezu té do (0) Skoly . maminka té odveze nakoupi
prijede dom .. no nicméné jsem prijela .. do Ole* @ do (0?) Olesnice na (0?)
krizovatku .. @ vidéla jsem zZe jede . velkej traktor tak rikam .. tak . ho pustim udélam
dobrej skutek pustim ho .. pustila jsem (0) traktor .. rozjela jsem se . a (0) auto mné
chciplo . uprostied (0) kiizovatky ... za mnou auto vedle mé auto vedle mé delnici
vsichni se mi (@ mné smali ja jsem .. Cervenala zacala jsem .. panikarit t* .. nezacala
Jjsem panikarit zacala jsem naddvat proc¢ mi to auto pujcuje ..

The following sample comes from the ORATOR v2 corpus, which shows the
highest ipm (11,263) within the spoken corpora.

(3) 18X058F, Pavelka S. (ipm 17,670) [comments on a graph showing a decreasing
amount of exercise for current children compared to previous years]

zkrdtka ukazuje se asi to Ze tady nékde okolo toho roku devadesdt Sest .. uz to
mnozstvi téch realizovanejch pohybovejch aktivit .. kleslo pod tu biologickou potiebu
.. a ted’ uz jsme v obdobi . kdy jenom se zhorSujeme .. otdzka je jak se z toho dostat
dal a jak tomu .. asi .. u jednoho 3 .. co jsou doporucent vokolo toho pohybu ..

Naturally, we do not find spoken language only in spoken corpora. With some
retreat from authenticity, we can find it also in written corpora, chiefly in fictional
speech (as opposed to narrative). No matter how successful a writer is in pursuit of
representing genuine speech, it is easily detectable in the corpus, be it by quotation
marks or similar means. The situation in NMGi is different. Although we cannot be
entirely sure (if we did not directly hear the speech from the authentic recording) to
what extent it was corrected, paraphrased, re-stylized, etc. by an interviewer, an
editor, or a proofreader, a general idea of the degree of authenticity of the quoted
statement can often be made. As in the following example from NMGi (along with
examples (1) and (3)), it shows occurrences of the pronoun fem not really
corresponding to its primary (i.e., deictic) function:

(4) Sedmicka, ¢. 38/2018 [a singer presents his new album]

A jeste musim k té desce rict jednu véc . Je dulezité , Ze to zpivam v Cestiné . Ted' je
trend zpivat v anglictiné a ty véci v ni samozirejmé byly napsany , jsou to zahranicni
véci , ale moje specialita je zpivat v cestiné . Nekteré véci se tak k lidem dostanou
sndz . Lip to pochopi . Navic ta prdace s ceStinou je o hodné tézsi nez to zpivat
anglicky . V anglictiné to jde samo . Zazpivate vétu a jste svétovy zpévak . Ale u té
CeStiny musite prokdzat interpretacni zralost a schopnost .

3.4 Summary

Our second topic is not a full-fledged case study, but rather a quantitative probe
in regards to available corpus data. Primarily, we aimed to indicate the connection
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between the use of the demonstrative ten and specific registers and to show
a descending tendency from genuinely spoken data, where fen is a strong indicator
of spontaneity and/or emotionality, to written data. Nevertheless, even in written
registers, e.g., in NMGi, they may play a prominent role: their increased frequency
contributes to possible grammaticalization of the pronoun ten into a definite article.
Understandably, deeper qualitative analysis, preceded by manual filtration of
objectionable results, is necessary.

4 CONCLUSION AND FUTURE WORK

The specificity of the NMGi register is obvious, and we must always be aware
that it is an inauthentic, further modified linguistic imprint of a speaker. Therefore, it
should not be confused with genuine data in spoken corpora. The extent of the
interventions by an interviewer, an editor, a proofreader, or other members of
editorial staff can only be speculated, and we do not know of any study that would
address this issue, at least for Czech. It would certainly be illuminating to have
authentic recordings available and then compare them with the final form of
interviews. What do the editors consider undesirable in the interviewee’s speech (in
terms of content and/or language), what the reader “stand”, etc.? These are only
a few of the many research questions waiting to be answered.

Our paper aimed to demonstrate the usefulness of extending the list of the
section attribute in the Czech NMG subcorpora by interviews, truly a specific
register worthy of linguists’ attention. In the first case study, we examined how the
diverse types of respondents’ paralinguistic behaviour are recorded in interviews and
with what frequency. In the second case study, we focused on the frequency of the
pronoun fen, which is significantly more salient in spoken utterances than in written
texts. That supports the hypothesis of its gradual grammaticalization, i.e.,
transformation into a definite article in spontaneous spoken Czech.

The potential that such ahandily defined NMG section has is far from
exhausted. To look for other phenomena (e.g., contact particles or various n-grams
such as ja si myslim zZe ‘1 think that’, je/neni to o ‘it is (not) about’, na druhou stranu
‘on the other side’, etc.) in the NMGi subcorpus and compare them with different
registers is equally tempting.
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Abstract: We present a hybrid HMM-based PoS tagger for Old Church Slavonic.
The training corpus is a portion of one text, Codex Marianus (40k) annotated with the
Universal Dependencies UPOS tags in the UD-PROIEL treebank. We perform a number
of experiments in within-domain and out-of-domain settings, in which the remaining part
of Codex Marianus serves as a within-domain test set, and Kiev Folia is used as an out-of-
domain test set. Analysing by-PoS-class precision and sensitivity in each run, we combine
a simple context-free n-gram-based approach and Hidden Markov method (HMM), and
added linguistic rules for specific cases such as punctuation and digits. While the model
achieves a rather non-impressive accuracy of 81% in in-domain settings, we observe an
accuracy of 51% in out-of-domain evaluation, which is comparable to the results of large
neural architectures based on pre-trained contextual embeddings.

Keywords: HMM tagger, Old Church Slavonic, PoS tagging, hybrid models,
Universal Dependencies

1 INTRODUCTION

Part-of-speech (PoS) tagging has been around for quite a long time as one of
the tasks of natural language processing (NLP). Generally, the task is defined as
assigning a PoS label to the token, taking into consideration lexical and contextual
information. Sometimes, the tags correspond not only to the PoS categories stricto
sensu, but also to the morphological features of the token [1], however, we will
adhere to the former task definition. The main challenge of PoS tagging is resolving
the ambiguity [2]: when considering the token sequence w,...w,, one should ideally
assign one, and only one tag from a tag set ,...7, to each token [3].

The methods of PoS tagging for different languages have achieved a certain
level of sophistication. Nevertheless, the tagging of less-resourced languages and
languages with considerable dialectal and local variation leaves room for
experiments. Old Church Slavonic (OCS) is a language preserved in a limited
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number of manuscripts, mostly ecclesiastical texts copied in monasteries in
Croatia, Bulgaria, and Macedonia, that display a mixture of dialectal features. Due
to diversity of language material, there is still an open discussion whether all texts
belong to the same language. We were inspired by the idea of building
a linguistically informed approach to PoS tagging, the results of which would
remain stable on a heterogeneous set of texts. The results of computational
experiments in this case are to be the subject of interpretation in linguistic terms.
Which parts of speech are the hardest ones to tag? What are the particular reasons
for this? Why does one method achieve higher efficiency, what makes this
particular language work in terms of distribution of tokens? How linguistics may
help in selecting more efficient methods of tagging? When one is able to answer
these questions, one achieves another aim, the linguistic interpretability of the
model.

The main method of PoS tagging presented in the article is the Hidden
Markov Model (HMM), enhanced with the Viterbi algorithm ([4], [S]). The task of
defining a PoS tag in HMM is reduced to the process of finding the most likely
latter HMM state, while taking into consideration all the previous HMM states for
all the previous observations [6]. A probable enhancement for the HMM model is
a model that defines PoS if it finds one of the two most frequent n-grams that are
characteristic for this particular PoS in this particular language. If the PoS is not
present in the original training dataset, one might consider the application of some
linguistically formed rules, specific for the corpus, used in the testing phase. This
article describes different methods of adding an n-gram-based tagger to the model,
as well as rules developed for some features that are not present in the training
corpus, such as occurrence of fragmentary tokens, punctuation marks, and digits.
All experiments are based on the Universal Dependencies (UD) UPOS tagset [7].

2 RELATED WORK

The history of PoS tagging starts with linguistic rule-based systems. This led to
years of work of linguists who developed rules for a particular language. With
development of technology, scientists started paying attention to a group of statistical
methods ([1], [8], [9]). The following step was machine learning methods adapted to
the task ([1], [5], [10], [11], [12]). Finally, recent years witnessed the appearance of
taggers based on recurrent neural networks [13]. All these methods can be hybridized
to form more efficient models ([11], [14], [15]). The most common method by now,
though, has been HMM [3], enhanced in different ways, such as the Viterbi algorithm
[6], maximum entropy method [3], or transfer learning [15]. Some methods were
designed especially for tagging of extremely low-sized datasets, however, the models
developed used embeddings pre-trained on bigger datasets that are impossible to get
for Old Church Slavonic [16].
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PoS tagging of Slavic languages witnessed a specific boom during the former
two decades, see, for example, models for Czech ([17], [18]) and Russian ([19],
[20], [21]). The recent years, however, sparkled the interest in the older periods of
Slavic language history, provoking the appearance of taggers for Slavic languages
of earlier periods, including those designed specifically for Old Church Slavonic
([22], [23]).

There are a number of corpus resources that include OCS texts. However, most
of them either do not have PoS annotations (as TITUS [24]), or provide restricted
access to machine-readable texts. The Manuscript project [25] has a tag set different
from the UD tag set. One of the datasets described in the article is based on the UD
[26] version of Codex Marianus [27].

Note that various multi-language taggers were designed to work specifically
with the UD annotations (e.g., [28], [29]), since the UD repository includes material
of typologically different languages annotated under similar schemas. These models
have achieved significant success, with approximately a 95% accuracy score when
using contextual multilingual embeddings. However, they tend to work really well
on homogeneous collections of texts, large collections, and require a lot of space and
resources, which make them often environmentally burdening “heavy industrial
divisions”. Given the fact that OCS is everything but a homogenous and large set of
texts [30], they may not perform well enough on it.

3 METHOD AND DATA

For training purposes we use the full text of Codex Marianus, a version tagged
for the PROIEL project [27] and then adapted and made available to UD [26]. It
consists of ca. 50K tokens split into train, dev, and test parts. The train and dev parts
were joined to form a training dataset, the test part was used to test the efficiency of
the learning process.

As a baseline model, the n-gram counter was used. This model observed the
most frequent n-grams for each PoS on the training dataset, and created a dictionary.
We experimented with some enhancements, such as TF-IDF metrics and preliminary
decapitalization of tokens.

Another series of training and testing was performed with the HMM model
enhanced with the Viterbi algorithm [5]. After afew launches, constantly
increasing the amount of data to be fed into the model, accuracy score, the metrics
used for measuring the overall model performance, achieved a stable final value of
81%.

RNN-based taggers and basic regression methods were initially considered to
be used as well, however, they required either significantly bigger data, or
embeddings pre-trained on, once again, significantly bigger data. These models
also have atendency to overfit. This is a crucial fallacy, because the training
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dataset consists only of one text, Codex Marianus, and other OCS texts may vary
greatly from it. The possibility for the model to adapt to new data is of high
importance, and this is why these methods were not implemented in the model.

The next stage included different methods of hybridization between HMM and
n-gram models, including the regression model, training it to pick from the results of
the two models. The regression model used the extra trees method, which previously
proved to be efficient during different ML tracks [31]. Of all the different
combinations, the hybrid of HMM and 3-gram model, with decapitalization of token
in both training and testing phases, and prioritizing of adverb category assignment to
HMM, proved to be the most efficient.

The final stage included out-of-domain testing. The text used was Kiev Folia,
considered to be the indelible part of the OCS canon, despite having some very
specific linguistic features [32].

Kiev Folia has not been tagged previously as a whole text, despite some
recent attempts [22]. The original text was taken from the TITUS collection [24]
and preprocessed [33]. It contained punctuation marks and digits that were
intentionally deleted from ([26], [27]). For recognition of these PoS, the rule-based
part of the system was implemented. The model itself is available as an open-
source software [34].

4 EXPERIMENTS AND RESULTS

Four series of experiments were conducted. In the first one, two baselines were
defined, using the TreeTagger [35] model trained on Bulgarian, the closest relative
of OCS. The second one included a series of experiments with n-gram models. The
third one presented different attempts at hybridization of HMM and n-gram models.
Each of the experiments in these phases was conducted on the Codex Marianus
dataset. The fourth series included testing the best model and raw HMM model on
the Kiev Folia dataset.

Table 1 shows the mapping between the UD [7] and TreeTagger-Bulgarian [36]
PoS tags. The Bulgarian parameters were used, since there are no trained OCS
parameters for TreeTagger, and its source code, essential for the training process, is
closed. The by-tag performance of the baseline model is presented in table 2. These
results are the bare minimum that any model trained for OCS should beat. The
baseline results are acquired via the applying of a loosely similar model, trained on
aloosely similar language, mainly connected with OCS genetically, and not
typologically. We also applied Russian and Slovak training parameters, however,
accuracy with these achieved only 26% and 1% respectively, due to crucial
differences in the tagsets.
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The aim of the next experiment series was to train a model that chooses the
most frequent n-grams for each PoS (in the case of OCS, the two most frequent
n-grams for each PoS are most helpful). During the prediction phase, the model tries
to find each of these n-grams in the token, and, if not found, assigns verb, as it is the
most common tag in both the training and test dataset (8356 and 2281 tokens
respectively, 10637 overall). The results for different n (2, 3, 4) are presented in
table 2. The 3-gram model proved to be the most efficient, though it barely

UD Explication TreeTagger
ADJ adjective A, Mo, Md, My, H
ADV adverb D
INTJ interjection I
NOUN  |noun Nc
PROPN | proper noun Np
VERB verb Vn, Vp
ADP adposition (preposition) R
AUX auxiliary Vx, Vy, Vi
CCONIJ | coordinate conjunction Cec, Cr, Cp
DET determiner (adj. pronoun) Ps
NUM numeral Mc
PART particle T
PRON pronoun Pp, Pd, Pr, Pc, Pi, Pf, Pn
SCONJ  |subordinate conjunction Cs
X non-word (if not tagged)

Tab. 1. Mapping UD tags onto the TreeTagger-Bulgarian

outperformed the baseline, and needed further enhancements.

PoS TreeTagger 2-grams 3-grams 4-grams
VERB 78.65 43.93 96.02 98.88
AUX 1.85 - 77.85 96.04
ADV 2.41 70.16 67.08 67.08
NOUN 30.49 16.4 - -
PRON 4.34 66.09 83.92 87.83
CCONJ 36.92 45.91 20.66 20.66
ADP 25.97 53.35 49.48 49.59
ADJ 25.67 51.64 98.8 63.49
INTJ 8.47 19.38 18.12 18.12
SCONJ 2.17 31.66 51.55 48.97
DET 3.73 18.68 43.9 -
PROPN - 5.26 - -
NUM - - - -
X - 19.66 20.82 20.26
Total 31.54 30.25 32.19 3143

Tab. 2. Accuracy score for PoS tagging with TreeTagger-bg, 2-gram, 3-gram, and 4-gram models.
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N-grams were coming mostly from the first n characters of tokens of the
particular PoS. The average distance from the first and the last character of the token
to the first character of n-gram is provided in table 3.

PoS Distance from the beginning Distance from the end
VERB 0 8.1
ADJ 0.29 6.91
X 0 6
Average 0.07 7.79

Tab. 3. Average n-gram distribution for selected PoS

Then, the possibility of some enhancements to the 3-gram model was
considered. For instance, we implemented a rule-based system that normalizes
words that are abbreviated and covered by titlo (a tilde-like character) in the original
texts. However, just deleting zitlo proved to be more useful, since contractions such
as ic (which is for the most frequent proper noun in the corpus, being icoycs ‘Jesus’),
are more recognizable by the model.

Slight improvements of the n-gram model quality were made with
decapitalization of all the tokens in the dataset. The special symbol ‘#’ was added to
the start and the end of each token, which enhanced efficiency by more than 7 per
cent overall.

After that, further attempts were made, using the length of token as a criterion,
counting the digraph oy [u] as a single vowel and ignoring repeating symbols, and
introducing the TF-IDF weighting for n-grams count. It seems that token length was
too ambiguous, digraphs and repeating symbols were too rare to actually influence
the status quo for two of the most frequent n-grams, and the TF-IDF weighting did
not actually make a difference for the n-grams that often. The results of the
experiments are provided in the table 4.

PoS 3-gram 3+D| 3+DB| 3+DBT| 3+DBL 3+ DBR
VERB 96.02 96.13| 54.96 54.96 51.84 54.96
AUX 77.85 77.85 100 96.3 100 100
ADV 67.08 67.39) 61.86 61.86 16.97 61.86
NOUN - -1 3799 37.99 36.79 37.99
PRON 83.92 83.92| 89.22 89.22 - 89.22
CCONJ 20.66 21.09| 85.16 85.16 46.95 85.16
ADP 49.48 49.49| 40.49 40.49 - 40.49
ADJ 98.8 98.8| 86.02 86.02 88.51 86.02
INTJ 18.12 18.57| 20.16 20.16 - 20.16
SCONJ 51.55 51.55| 78.13 78.13 80 78.13
DET 43.9 43.9| 1875 18.75 26.55 18.75
PROPN - -] 93.81 93.81 94.64 93.81
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PoS 3-gram 3+D| 3+DB| 3+DBT| 3+DBL 3+ DBR
NUM - - 50 56.9 45 50
X 20.82 20.83| 23.74 23.67 28.01 23.74
Total 32.19 3245] 3917 39.15 38.27 39.17

Tab. 4. Accuracy score for PoS tagging with 3-gram model (3-gram), enhanced with
decapitalization (3 + D), decapitalization, and marks of token borders (3 + DB), the latter two and
TF-IDF weighting (3 + DBT), or token length counter (3 + DBL), or scoring repeating symbols,
and digraphs as one symbol (3 + DBR)

These results were still very low, so the next decision was to train a raw HMM
model. The results are presented in table 5.

PoS HMM
VERB 68.79
AUX 98.77
ADV 60.31
NOUN 99.04
PRON 86.51
CCONJ 99.65
ADP 98.7
ADJ 56.36
INTJ 91.53
SCONJ 70
DET 73.13
PROPN 87.33
NUM 92.56
X 20
Total 81.04

Tab. 5. Accuracy score for PoS tagging with raw HMM with Viterbi algorithm (HMM)
model on the UD OCS test dataset module

As can be seen, both HMM and n-gram models tend to be biased towards
a particular PoS. HMM is better at detecting nouns, though sometimes it fails in
distinguishing them from other PoS. The same may be said of the n-gram model and
verb. N-gram may be of better utility, while searching for particular PoS, like X,
verb, and adjective. And, simultaneously, it may have a negative effect on the overall
quality of tagging. So we built a set of hybrid HMM and n-gram models following
the path paved by TreeTagger [35], but making them more adapted to the structure of
the OCS data. The hybrids employed the following scheme. After the HMM model
made preliminary tagging, the 3-gram model, with or without enhancements,
checked tokens once again, assigning them to a preliminary defined PoS. These were
adjective, adverb, verb, and X (non-word), for which the n-gram model chose the
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correct tag with a higher probability than the HMM model. However, the first test
defined that adverb tagging with the 3-gram model decreases overall efficiency, and
the accuracy of the noun tag prediction decreases anyway. However, the 3-gram
model additionally tags only adjective, verb, and X, total accuracy increases, at the
cost of noun accuracy. A slight increase in efficiency, achieved by decapitalization,
remained. In contrast, explicit representation of the token borders made a slight
decrease in performance.

Almost each hybrid significantly increased accuracy of X detection. This is due
to the fact that there is a very small number of X in the test dataset, and the difference
is not more than 5 correctly assigned tags.

The final experiment included a regression model that learned to predict the
correct tag on the basis of HMM and 3-gram prediction. Accuracy of this model is
slightly unstable, due to the rounding implementation in Python. Having said that, it
was still the baseline model which produced better results.

The results of experiments with hybrid models are given in table 6.

PoS Baseline| HMM +3| HMM +| HMM+3| HMM +3 +| HMM + 3 + DB —

3-ADV|+D-ADV| DB-ADV ADV + ETR
VERB 68.79 71.37 72.69 72.82 55.46 72.69
AUX 98.77 98.77 98.77 98.77 98.77 98.77
ADV 60.31 80.06 60.31 60.31 60.12 57.42
NOUN 99.04 94.66 98.08 98.08 96.16 98.2
PRON 86.51 72.79 86.51 86.51 86.13 73.32
CCONIJ 99.65 99.65 99.65 99.65 99.65 6.83
ADP 98.7 98.18 98.18 98.18 82.47 98.7
ADJ 56.36 52.94 56.9 56.9 55.08 56.36
INTJ 91.53 91.53 91.53 91.53 91.53 91.53
SCONJ 70 63.04 70 70 70 19.57
DET 73.13 73.13 73.13 73.13 64.93 25.37
PROPN 87.33 86.3 87.33 87.33 83.22 87.33
NUM 92.56 91.74 91.74 91.74 90.08 63.64
X 20 60 60 60 60 20
Total 81.04 80.6 81.79 81.82 75.85 69.62

Tab. 6. Accuracy score for PoS tagging with HMM model (HMM), enhanced with 3-gram model
(1), 3-gram model that does not make additional predictions for adverbs (2), the latter with
decapitalization (3), and with explicit statement of token beginning and ending (4), the latter and
the Extra Trees Regressor, picking the best possible option

For the following out-of-domain experiment run on the Kiev Folia dataset,
architecture HMM + 3 + D — ADV was taken, because it demonstrated the best
results in within-domain settings. Basic HMM model performed as a baseline in this
case. The HMM + 3 + D — ADV model was additionally enhanced with rules that
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help to define punctuation marks, digits, and fragmentary tokens. Enhanced HMM
model performed better (50.93%) than the baseline one (32.64%) on Kiev Folia, as it
had done previously on Codex Marianus. Quite expectedly, both models make
significantly more mistakes than they did on the UD OCS dataset. Examples of Kiev
Folia tokens tagging are provided in table 7.

Token HMM tag Enhanced model | Correct tag

tag
Tsoemoy “yours-DAT/LOC’ NOUN ADJ ADJ
~UB~ ‘12’ NOUN DIGIT DIGIT
S NOUN PUNCT PUNCT
npueedems ‘lead-FUT(I)’ NOUN VERB VERB
npucro ‘always’ NOUN VERB ADV
npucHoorsere ‘Mary, mother of| NOUN VERB NOUN
Jesus-DAT/LOC’

Tab. 7. Examples of Kiev Folia dataset token tagging

5 ANALYSIS AND DISCUSSION

As one can see, the best models in our experiments achieve a rather non-impressive
accuracy of 81% in in-domain settings and an accuracy of 51% in out-of-domain
evaluation. In comparison, the UDpipe 2 neural tagger that employs the character level
and multilingual BERT embeddings [29] achieves and accuracy of 97% and 50%
respectively, being exposed to a larger amount of training data. The main explanation
for such a dramatic drop is different letter distribution, different PoS tags distribution
and even new letters and punctuation marks that have not been seen in training. Even
the most frequent token, the coordinate conjunction ‘and’, is mostly presented as u in
Codex Marianus and as 7 in Kiev Folia. We do not suggest the rule-based component of
the tagger to be too specifically tuned to one particular text. Rather, the rules cover the
PoS tags that are (almost) missing in the training set. The other part of work is done by
the n-gram-based add-on that is based on assumption that there are morphemes,
subtokens or other stable character combinations that can serve as a cue to the PoS
identification. We believe that there is a space for future improvements of probabilistic
models based on attention to most frequent character n-grams.

The analysis of the PoS confusion matrix on the in-domain and out-of-domain
shows that verbs are frequently tagged as nouns and vice versa; adjectives with one-
character endings are incorrectly labeled nouns (nempos-v of Peter.POSS’, mbHo2-b1
‘many’). At the same time, the closed-class PoS tags are identified mostly correctly in
the in-domain test set, the only source of errors being the homonymy of prepositions
and adverbs and conjunctions and adverbs or pronouns. In the out-of-domain test set,
a lot of words from the closed-class PoS are erroneously tagged as nouns.
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The disadvantage of the method is a partial loss of the context sensitivity. Thus,
the noun gecw ‘village’ is labeled determinant, as it has a homonymous and much
more frequent reading ‘all’. Analogically, enuas ‘one’ is labeled numeral when it
refers to indefinite pronoun. Another known issue is nominalizations and other
same-root and same-prefix words that get the tag of the most frequent word in their
word formation family (usually, the basic word of the family). As a result, nouns that
include n-gram 2z in the root (27 ‘verb’, 21¢w ‘voice”) and nouns with the prefix npu
(npumvyu ‘parables’, npuwervya ‘newcomer’) are incorrectly labeled verb.
Apparently there should be found a sensible trade-off between the context sensitivity

and subtoken recognition.

6 CONCLUSION

An HMM-based PoS tagger for OCS was developed, with some enhancements
for both overall performance (n-gram models), and performance on specific PoS,
such as digits and punctuation marks. The model achieves the accuracy score of 81%
on the UD OCS dataset, and 51% on Kiev Folia dataset, which may satisfy the
criterion of model scalability to out-of-domain data. HMM model, despite being in
use since the early 1990s, was demonstrated to be still useful for a specific case of
heterogeneous train and test data. What is more, the model seems to be operating
better than pre-trained TreeTagger, that it was inspired by, and RFTagger [37] (14%
overall accuracy on Kiev Folia).

The model is less accurate on UD OCS dataset than the UD multilingual models
[29], however, it proves itself to be more useful for Kiev Folia dataset, due to the
implementation of the rule-based systems. The results of out-of-domain evaluation yet
again raise the question of how linguistically heterogeneous the OCS canon actually is.
Apart from being practically useful for the OCS data annotation tasks, the cross-variant
PoS tagging can provide actual insights into the scale of their difference.

The heterogeneity data case was anew challenge for OCS PoS tagging
(comparing to [22] and [35]). And, with more texts being translated into a machine-
readable form, and this model achieving 51% accuracy (which, as we hope, is not
the best results that might be achieved), this challenge is to be faced in the future.
Probably the following enhancements, like the ones that were conducted, are going
to improve the overall results. The main aim here is to improve scalability of the
model, not its efficiency for a single dataset.
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Abstract: The article presents the process of building the Francek Slovenian language
portal aimed at primary- and secondary-school students. We discuss problems and solutions of
linking and adapting existing non-pedagogical dictionaries for school use, while overcoming
content and structural differences among the dictionaries. We also present some solutions
within the process of adaptation to the online medium and visualisation adjustments for
three age groups of school users with different content needs and levels of (meta)linguistic
knowledge.
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1 INTRODUCTION

Francek is an educational language portal for Slovenian aimed at primary- and
secondary-school students. By building the portal we seek to provide a solution to
a fundamental obstacle in the early use of dictionaries revealed by studies on the use
of electronic resources in the Slovenian educational system ([1], [2]): their lack of
adaptation to the users’ age.

Since 2014, Slovenian primary- and secondary-school students have used
online dictionaries of the Slovenian language only through the Fran portal. The Fran
web portal combines thirty-eight dictionaries (with a total of 689,941 dictionary
entries), a dialect atlas, and online language counselling and terminological
counselling services, all searchable through a single search engine, displaying
results from all the different sources at once ([3], [4]). It was set up in 2014 and
quickly became popular in the Slovenian educational system: it is referred to in all
recent Slovenian language textbooks, and its use is also promoted by the Slovenian
National Education Institute.!

' E.g., https://www.zrss.si/objava/portal-fran-in-portal-francek-za-solsko-rabo. The Fran portal is
exceptionally popular, with approximately 200,000 searches recorded daily at the time of writing.
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Adaptation of dictionaries to better suit students was the main source of
motivation behind designing the new Francek portal (https://www.francek.si), where
dictionary material is displayed not by individual dictionary, but aggregated to
provide wholesome information on individual words with regard to their meaning,
synonymy, morphology, pronunciation, phraseology, dialect variation, history, and

FRANCEK

P
Kaj pomeni = \\ Kak.: il Kalm_
oo i R T, SR
Kako
i Od kdaj
uporabljajo bii
f 1 aseco %umm;

v narecjih?
Fig. 1. The main site of the Francek portal

Frandek combines materials from various lexicographic resources and presents
the data in a simplified manner by providing answers to specific questions a student
might ask.? Information on the data’s primary source is clearly marked. This way, via
the natural situation of learning about language (i.e., using questions and answers),
students are gradually taught how to use and, more so, appropriately understand
more complex dictionary content.?

Combining different dictionary databases in asingle portal is an extremely
demanding lexicographic challenge. For example, the label pogovorno ‘colloquial’
alone is used very differently in various Slovenian dictionaries; approaches to labelling

? Translations of questions presented in icons in Fig. 1 are as follows: “What does this word
mean?”’; “Find words with similar meaning.”; “How is this word inflected?”; “How do I pronounce this
word?”; “Which idioms does this word appear in?”’; “How is this word used in dialects?”; “What is the
origin of this word?” and “Since when has this word been used?”.

3 Every answer provided on the simplified Francek portal is linked to a dictionary entry on the
Fran portal intended for experienced users.
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parts of speech can differ significantly; dictionaries even differ in how they arrange

specific headwords in different periods. How should a portal, then, be set up to suitably

take account of the numerous differences between dictionaries and combine them

reliably? How can conceptually diverse dictionaries be combined into a single format,

while at the same time raising young users’ awareness of the difference between them?
While designing Francek, these questions were addressed at the following three

levels:

1) by linking databases to an initially constructed headword list,

2) by displaying dictionary data differently for each age group (i.e., grades 1 to 5,
grades 6 to 9, and secondary school), and

3) by making content-related changes to the databases and preparing a suitable
supplementary apparatus in the form of tooltips, altered metatext of individual
dictionaries, by omitting certain less important information from dictionaries,
and by providing links between dictionaries and a pedagogical grammatical
description* (https://www.francek.si/kje-je-kaj-v-slovnici).

2 SEMI-AUTOMATED LINKING PROCESS

The portal is built around a central headword list (cf. 2.1), with eight modules
linked thereto. These provide various linguistic information, namely on the words’
meanings, synonyms, morphological paradigms, pronunciation, phraseology, dialect
variation, etymology, and information on historical usage. The modules’ contents are
visualized from underlying databases based on the age group preselected by the user
(cf3.2).

The underlying databases were linked to the headword list using semi-
automated linking processes (cf. 2.2). All automated processes were performed on
dictionary databases in XML format using XSLT transformations. Manual linking
was performed using the iLex dictionary writing system (DWS) [6]. Several parts of
the data were exported to plain text or Excel files to manually select specific
headword IDs to be explicitly included in the XSLT transformation processes.” New
data, such as the new dictionary for school use Solski slovar slovenskega jezika
(SSSJ), was manually entered using the iLex DWS. Additionally, select dictionary
data was modified or enriched to better the end-user experience (cf. 2.3).

2.1 Headword list
The headword list was established on the basis of two general monolingual
dictionaries: eSSKJ — Dictionary of the Slovenian Standard Language, 3" Edition

4 The process of matching lexicographical data to appropriate descriptions within school grammars
is presented in [5] in this publication.

* Original XML files did not follow a common standard schema, which had to be taken into
account and made the preparation more time-consuming.
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[7], and Dictionary of the Slovenian Standard Language, 2" Edition (SSKJ2) [8].
While eSSKJ, the newer of the two dictionaries, was prioritized over SSKJ2, it
currently contains a lot less than SSKJ2, which represents the vast majority of the
headword list. Not all entries from SSKJ2 were accepted into the Francek database,
as lexemes labelled as zastarelo ‘obsolete’ and vulgarno ‘vulgar’ were excluded.
Certain types of SSKJ2 sublemmas were also included in the headword list, such as
(non-)reflexive verb pairs and adverbs [9] (5481 out of 12,549 sublemmas, 43.68%).
The vast majority of the inclusion/exclusion rules were used during the automatic
headword-list building process.

2.2 Linking dictionary data to the headword list

Linking other resources to the headword list was first undertaken as an
automated rule-based process, followed by a manual rechecking and linking process
to address ambiguities and special cases. Entries were matched according to
headwords and, where applicable, part-of-speech data and stress placement. Some
caution had to be exercised with regard to POS labels due to different underlying
grammatical theories used in different dictionaries; the differences had to be
reconciled and the data normalized. While such differences come as no surprise in
the case of historical dictionaries, the same issue arose also in the process of linking
the Synonym Dictionary of Slovenian Language (SSSJ; [10], [11]), even though it is
based on SSKIJ (I edition) [12].® Stress placement was sometimes also used to
automatically differentiate between homographs. Perfect homonyms had to be
disambiguated and linked manually.

Links were established at headword level only. We did not attempt to
systematically link information at sense level, nor were sense-level gaps filled if the
data was available. Consequently, it is possible that a sense not covered in the
semantic module may appear in other modules.

This is most evident in the case of the dialect module, since the main source of
dialect lexical data used, the Slovenian Linguistic Atlas (SLA; [13], [14]), is primarily
onomasiological in nature (as opposed to all the other dictionaries, which are classic
semasiological dictionaries). The dialect module is divided into two sections: the
onomasiological section lists dialect lexemes denoting the meaning of Standard
Slovenian lexical forms (i.e. it seeks to provide answers to the question “which words
are used to describe this concept and in which dialects?”’), and the semasiological
section provides alternative dialect senses of Standard Slovenian lexical forms (i.e.
“which concepts does this word (also) denote and in which dialects?”) [15].

¢ The main reasons for discrepancies are the treatment of the predicative (povedkovnik) as
a standalone POS (i.e. nouns, adjectives, and adverbs can be interpreted as predicatives depending on
their syntactic function and treated as separate lexemes), and the treatment of qualitative and classifying
adjectives as separate lexical units (e.g. zelen ‘green — qualitative adjective’: zeleni ‘green — classifying
adjective’); SSKJ does not distinguish between these categories.
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Semantic disambiguation proved to be most problematic in the case of the
historical module, as the underlying dictionaries describe different lexical systems,
dating from mid-16" to late 19" century. Lexemes that semantically greatly differed
from their modern Slovenian counterparts, or those whose senses are no longer
attested, were manually excluded; e.g. in the case of homonyms moka ‘flour’ and
moka ‘anguish, torment’, the latter was excluded, as it had already fallen out of use
by the end of the 16™ century to eventually be replaced by its Slavic cognate muka.
Furthermore, differences in orthographic principles among dictionaries had to be
taken into account. In cases where the orthographic forms differed from the modern
Slovenian ones, the closest form was chosen; e.g. deverbal nomina agentis such as
bravec ‘reader’ or ‘gatherer’, igravec ‘player’ or ‘actor’, plezavec ‘climber’ etc. were
linked to their modern Slovenian counterparts bralec, igralec, plezalec etc. This
principle was also adhered to in alimited scope in the case of non-systemic
orthographic forms, e.g. ambasador was linked to the headword ambasador
‘ambassador, envoy’ (while basador, also attested in the same resource, was
excluded).

2.3 Modifications and enhancement of dictionary data

Some data was significantly altered prior to inclusion in the Francek database.
This was mostly due to the fact that the original resources were less suitable for
educational use and thus required simplification. Such was the case with the dialect
module, where the main source was the index of the SLA atlas, and a subsection of
the historical module, where the main source was a register of all lexemes attested in
16" century Slovenian texts [16]. The latter was used to create a database of the
carliest attestations of lexemes in written form.”

In SSKJ2, labels pertaining to all or to the majority of senses are presented in
the head of the dictionary entry, i.e. at the entry level. As presentation of data from
the head is limited, and to give more understandable information to the end-user in
the semantic module itself, entry-level labels were transferred to sense level. While
the process was automated, complex rule refinement was needed to account for cases
where entry-level labels needed to be omitted, usually when the entry-level and
sense-level labels belonged to the same type (e.g. stylistic labels or register labels).
In some cases, the entry-level labels needed to be placed after the sense-level label to
meet the sorting rules in the dictionary (e.g. ekspresivno + pogovorno ‘expressive,
colloquial’ was changed to pogovorno + ekspresivno). Some other exceptions also
had to be taken into account, as it was not possible to combine the starinsko ‘archaic’®
label with the majority of other label types. Special treatment was necessary also

7 The database excludes a relatively small number of lexemes attested in earlier Slovenian
manuscripts due to the unavailability of data in digital form.
8 The dictionary differentiates between obsolete and archaic lexis.

572



with regard to grammatical labels as some combinations are possible, while some
labels are mutually exclusive.

Cross-referencing (excluding referential definitions in the semantic module)
was reduced as much as possible by inserting the target content in place of the
reference’s origin, most evidently so in the case of the etymological module.

In the cases of homographs and homonyms, indicators were created to help
young users disambiguate among them. While the basic distinction can be done by
indicating POS information (1242 entries, automated process), 3213 semantic
indicators were also added (out of 4384 total manually added to the underlying
database).’ If neither POS nor semantic indicators could be used for disambiguation,
morphological or stress-placement indicators were provided (35 entries).

3  CUSTOMISED DATA VISUALISATION

The Francek portal is aimed at students of three age-groups:

1) I*to 5" grade of primary school,
2) 6"to 9" grade of primary school,
3) secondary school.

SSSJ ([17], [18]) seeks to fulfill the needs of the first age group; its extent and
concept are adapted to the children’s abilities and needs based on the curriculum.
This dictionary contains 2000 entries pertaining to basic vocabulary and is
displayed in the semantic module."” Even though their use in the educational
process is expected and planned, other resources used during the creation of
Francek are not primarily intended for school use.!" Their excessive complexity,
especially in the case of the SSKJ, is well documented ([22], [23]) and strengthens
the assumption among students, teachers, and other dictionary users that successful
use of dictionaries is something that has to be learned, and that one should practice
using dictionaries. As already noted by Tarp [24], a dictionary is not merely a list
or a language database; rather, it is primarily a practical tool for language use,
which retrieves information from a database as required by the user. The aim of
Francek is, therefore, to provide language data in a way that will be useful
(selection of relevant content) and understandable (adaptive visualization) to
students. Since we used existing language resources that had not been created with
students in mind, and some of which had not been primarily made for the web, we

 The difference stems from the fact that obsolete homonyms were omitted from the Francek
database.

10 In other entries, simplified content of SSKJ2 and eSSKJ is displayed.

" The 2018 curriculum for Slovene lessons in primary school envisages the use of dictionaries
mainly from the 5% grade onwards (in teaching materials, students are most often directed to SSKJ and
the Slovenian Normative Guide [19]); even before that age, children are expected to be able to at least
identify the meanings of words ([20], [21]).
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had to find solutions for visualisation of language material that would meet the
users’ requirements.
Francek features two types of customised visualisation of language data:
1) adjustments due to transfer to the online medium and to the portal design,
2) adjustments due to changed target users.

3.1 Adjustments to the online medium

While eSSKJ and SSSJ are primarily online dictionaries, other resources were
made as print dictionaries; content is thus structured in a condensed manner due to
limited space, which is reflected in the implicit presentation of information with
different types of font, abbreviations, symbols, etc. All abbreviations, labels, and
symbols were made explicit on Francek, e.g. instead of introductory symbols (such
as ¢ for the terminological section in SSKJ2) the content is clearly explained (e.g.
“This word is a professional term”). Labels have not only been fully spelled out (e.g.
pog. as pogovorno ‘colloquial’) but also explained in tooltips (“A word, multi-word
unit, or sense used especially in everyday and less formal communication”) and
linked to appropriate chapters in school grammars [5]. Visual and audio materials
were added. For structuring the content and navigating the portal, standard icons
(e.g. the microphone icon indicates the possibility of recording; the map pointer icon
prompts users to view a map, etc.) and established web conventions are adhered to
(e.g. use of tooltips, links to detailed information, etc.). Styles and colours are
consistent throughout the portal (e.g. illustrative material is always green, clickable
content is blue, sense numbering is highlighted in blue etc.).

3.2 Adjustments for new target users

Specific age-group requirements and levels of linguistic and metalinguistic
knowledge were considered when adapting the display of dictionary data.

A user in the lowest age group is, therefore, not overburdened with the dictionary
metalanguage and microstructure. Illustrated icons with simple explanations in tooltips
are used to provide information on certain stylistic characteristics and grammatical
categories (e.g. countable nouns are represented by icons of dice with one (singular),
two (dual), and three (plural) dots; outdated synonyms are introduced with an icon of
an old man, etc.). In other cases, helping hints were added, e.g. appropriate question
words were added next to names of grammatical cases in the morphological module.
In this age group, content is limited to semantic, synonymic, morphological, and
pronunciation modules.

Visualisation for students of 6™ to 9™ grade takes into account that some users
in this age group are already familiar with basic metalanguage and use dictionaries
for writing. Parts of the dictionary microstructure are explicitly marked (definition,
examples, typical constructions, variants). The content is more extensive, as the
phraseological, dialect, etymological, and historical modules are included. However,
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the number of listed terms, multi-word units, and their variants is limited. Illustrated
icons are still used at this stage to symbolize grammatical categories and stylistic
characteristics for ease of memorisation, while additional aids (e.g. question words,

short explanations of more complex grammatical categories, etc.) have been moved
to tooltips.

Kaj pomeni beseda h¢i?

Ce imajo starsi otroka 7enskega spola, je ta otrok njihova héi.

Ima tri otroke: sina in dve hceri.

Njegova najstarejsa héi je z novim Solskim letom postala prvosolka.
Imata sedemletnega sina in triletno héer.

M Taopis je del Solskega slovarja, ki je sestavljen posebej za ta portal.

Fig. 2. Visualisation of the semantic module for students of 1* to 5" grade

Kaj pomeni beseda hci?

1. POMEN

RAZLAGA: Zenska v odnosu do svojih stardev
ZGLEDI: heéi se mu moZi
sprejela nas je domaca héi
ima dve majhni, odrasli hceri
najmlajsa héi
1. PODPOMEN KNJIZNO S PRILASTKOM

RAZLAGA: Zenska glede na svoj izvor, druzbeno pripadnost

ZGLEDI: porodil se je s kmecko héerjo
tujina je zastrupila tisoce nasih héera in sinov

2. POMEN

RAZLAGA: vsaka od finanénih, gospodarskih enot, ki nastane iz osnovne, prvotne, a ostane
Z hjo povezana Se naprej

ZGLEDI: stecaj héere je mati¢no podjetje dodatno obremenil

A Ta opis je narejen na podlagi 2. izdaje Slovarja slovenskega knjiznega jezika na Franu.

Fig. 3. Visualisation of the semantic module for students of 6™ to 9" grade
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Visualisation of dictionary content for secondary-school students relies on the
fact that the users are already familiar with the microstructures of various
dictionaries; therefore, dictionary metalanguage is not explicitly presented or
graphically illustrated.

Beseda glava nastopa v naslednjih frazemih:

bistra glava

1.POMEN  SALIVO  bistroumen, pameten élovek

Mladi matematiki svoja znanja za Vegova priznanja merijo Ze od leta 1964. Letos je bistre
glave na tekmovanje pripravljalo 60 mentorjev.

2.POMEN  |RONICNO  kdor se ima za pametnega ali se dela pametnega
»Le kaj neki bodo brihtne buée sklenile tokrat?« se je spraseval general.

RAZUICICE: IRONIENO  pametna glava
IRONIENO ~ brihtna glava
IRONIENO  brihtna buéa
IRONIENO  bistra glavica
IRONICNO  brihtna glavica

Fig. 4. Visualisation of a phraseological module for secondary-school students

Although visualisation (and content complexity) is only a small step away from
that on the Fran portal (especially in eSSKJ), explanations in tooltips are still
a notable advantage in comparison (e.g. explanation of animacy in the morphological
section, links to descriptions within the school grammar, explanations of labels, etc.)
and enable proper interpretation of data without detailed knowledge of the concept
of the source dictionary.

4 CONCLUSION

Francek, the new educational Slovenian language portal, was built to fill the gap
in Slovenian linguistic resources for educational purposes. Lexicographic data on the
portal was adapted and linked from existing non-pedagogical dictionaries, while new
data was also prepared specifically for this purpose. The lexicographic content is
presented from the point of view of individual words, creating a single lexicographic
resource. The data is organized in eight modules: semantic, synonymic, morphological,
pronunciation, phraseological, dialect, historical, and etymological. Content and
visualisation are adjusted to the online medium and adapted to three age groups of
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users: primary-school students from 1% to 5" grade and 6 to 9" grade students, and
secondary-school students. Additionally, lexicographic data presents a part of a wider
ecosystem of linked lexicographic, grammar, and language counselling data.
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Abstract: The paper describes methodology for creating a Slovak database of speech
under stress and pilot observations. While the relationship between stress and speech
characteristics can be utilized in a wide domain of speech technology applications, its
research suffers from the lack of suitable databases, particularly in conversational speech. We
propose a novel procedure to record acted speech in the home of actors and using their own
smartphones. We describe both the collection of speech material under three levels of stress
and the subsequent annotation of stress levels in this material. First observations suggest
a reasonable inter-annotator agreement, as well as interesting avenues for the relationship
between the intended stress levels and those perceived in speech.

Keywords: speech database, speech under stress, stress annotation, inter-annotator
agreement

1 INTRODUCTION

Areas of potential application for automatic speech technologies have been
rapidly growing in the last decades. Despite great advances in statistical modelling
and processing of speech, current state-of-the-art solutions still commonly use
dedicated speech databases for specific domains of application. For example, in
order to detect alcohol intoxication from speech, a system requires a specific
database with speech under alcohol intoxication. In short, in order to be able to
advance progress in the field of research and training of tools for automatic
identification of speech expressiveness, it is necessary to build speech databases that
will contain such speech expressions.

One such specific domain with great potential for making real world
applications more effective and reliable is modelling stress based on speech
characteristics. Understanding speech characteristics when people are under stress
might help in mitigating stress-related problems and dangers in various situations,
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such as air traffic control or crisis situations. This domain falls within a larger
research area of modelling speech emotion and expressiveness ([1], [2], 3]). Recent
years have witnessed immense progress in this modelling. This partly also results in
the creation of and public access to several speech databases, which are specifically
dedicated to research on emotions and expressiveness in speech ([4], [5]).

However, there is still a lack of suitable databases in speech under stress. The
best-known database is SUSAS (Speech Under Simulated and Actual Stress [6]) that
consists of four domains, encompassing a wide variety of stresses and emotions. It
contains 32 speakers who have uttered more than 16,000 utterances. However, there
are also limitations using SUSAS for training of tools for automatic identification of
speech under stress and in performing acoustic analyses. Most sentences are one-
word or two-word commands, there is often significant background noise, and the
recordings have a low sampling frequency of 8 kHz.

Due to the lack of available corpora of naturalistic continuous speech containing
stress level annotation, we decided to design and develop a dedicated Slovak database
(StressDat) that would facilitate modelling speech under stress. The current paper
describes our approach to the design, data collection, and processing. Specifically,
section 2 describes the stimuli, section 3 speech recording, and section 4 the annotation
of stress in the recordings. We also present first observations, particularly regarding the
relationship between the intended and the perceived levels of stress in section 5.
Section 6 presents further lines/directions of research and the conclusion.

2 StressDat STIMULI

2.1 Acted out vs. spontaneous speech

The first decision that had to be made was whether to use acted out or real speech.
Naturally, spontaneous speech reflects the state of mind of the speaker in the best possible
way. Additionally, some of the physical signs of stress are not possible to act out and,
thus, their manifestation in speech is very difficult to imitate even for experienced actors.

On the other hand, a database of acted out speech in this domain has multiple
advantages over spontaneous speech. First, using acted out speech has been a standard
in the research of emotional and expressive speech for decades ([7], [8]). The main
upshot is to have more control over the speech material and the level of stress.
Spontaneous speech would have to be selected from various heterogeneous sources,
situations, or recording conditions in a time-consuming effort. Acted out speech allows
for recordings of more speakers in less time. Second, we can also control the situational
context and limit the potential effects of a particular situation on the speech material in
spontaneous speech. Rather, we can create specific stress situations that best reflect the
intended use and coverage of the speech data. Third, the goal is to achieve balance in
the amount of material for different levels of stress in speech, which would be
immensely laborious to achieve with samples from speech under real stress. Fourth,
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the quality of the acoustic signal is also important and it is essential to have comparable
recordings regarding the same quality and the same amount of background noise.
Finally, exposing participants to real stress might be ethically problematic while acting
out a stressing situation does not pose these problems.

In addition to the above advantages of using acted out speech, we also tested
the physiological indicators of stress when actors imitate a stressful situation. We
asked an actor to read several sentences in neutral stress level and then imitate low,
medium and high levels of stress. Our preliminary results suggest that even when an
actor acts out a stressing scenario, physiological symptoms of real stress, such as
increased skin conductivity and increased heart rate, can be observed. For each stress
level, we measured average beats per minutes (BPM): neutral — 65.8, low — 65.4,
medium — 68.05, high 72.7). These symptoms are, of course, weaker than when
a person is actually exposed to a stressful situation. Figure 1 shows the temporal
variability of skin conductivity G and heart rate HR during four acted out levels of
stress (neutral, low, medium, high). For each of the three non-neutral stress levels,
we can observe a typical step increase in both physiological indicators of stress,
followed by their gradual decrease, indicating how the actor copes with this stress.

Hence, acted out speech is less natural than real speech, but a preferred option
due to multiple practical considerations. Moreover, acted out speech is also linked to
physiological indicators of stress in a similar way as real stress is expected to be
linked to the same.
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3 T —

high stress a
medium stress
2
‘ 20
; low stress
o neutral h °

180 240 300 360 420 480 540 600
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Fig. 1. Skin conductivity G (gray) and heart rate HR (dotted line) of the speaker acting out three
levels of increased stress. Black solid line presents the stress level intended by the speaker

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 581



2.2 Stress levels

The decision to use acted out speech allows for some control over the levels of
stress in the recording. Ideally, the database should cover as many levels of stress as
people are able to produce systematically in anon-overlapping manner. We
hypothesized that it would be two or three such levels.

This hypothesis is motivated in part by our prior research on developing
a database of speech in crisis situations [9]. Naive subjects were able to produce
three levels of activation corresponding to three levels of danger in a situation and
the acoustic-prosodic characteristic in these three levels showed sufficient separation
and reasonably acceptable overlap.

Additionally, in the pilot data shown in Figure 1, it can be observed that despite
the typical step increase and gradual lowering of the two physiological indicators
present for all three (low, medium, high) stress levels, the actual difference between
the medium and high levels is non-existent in this particular speaker. Hence, while
two levels of stress seem to be easily induced also in terms of physical indicators,
three levels might be questionable and four rather unlikely.

Hence, given these considerations, and the fact that we planned to involve
professional actors used to acting out various states of mind, we opted for three
levels of stress (neutral, low, high).

2.3 Linguistic material

In order to obtain phonetically comparable recordings enabling measurements
focused on acoustic and phonetic signs of stress level in speech, we created situations
and associated textual material for acting out all three levels of stress (neutral, low
stress and high stress). To capture the heterogeneity of stress and its manifestations
in speech, we modeled 12 stressful situations. These could be grouped into three
broad categories as follows: a) Threat of losing control over the situation, b) Psycho-
social stress ¢) Threat to life/health or of an injury of self or the close ones.

Table 1 shows brief descriptions of these situations organized along three
categories.

Category|Nr.| Stress level Description

1 |neutral, medium, |As an airline pilot you need to make an emergency landing.
high

ThreaF 2 |neutral, medium, |Navigating a plane at the airport during very bad weather.
of losing high

controll 3 |neutral, medium, |As a pilot, you need an undisciplined passenger to comply
O}t/ertt. © high with the ban on using laptops during takeoff/landing.
situation

4 |neutral, medium, |As a firefighter coordinator, you organize firefighting in
high a burning building.
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Category|Nr.| Stress level Description

5 |neutral, medium, |As a parent, you have to organize the morning routine for your

high kids before leaving for school.
Psy.cho— 6 |neutral, medium, | You and your colleague are making last-minute changes to an
social high important presentation with a colleague.
stress 7 |neutral, medium, |As a passenger, you need information on train departures
high urgently.
8 |neutral, medium, |You are calling an ambulance for your father who has suffered
high a stroke.
Threat of | 9 |neutral, medium, | You are trying to pacify your drunk brother who is trying to
to life/ high forcefully enter your flat.
health 10 |neutral, medium, | You are calling the police to resolve the situation with your
injury of high drunken brother above.

self/close | 11 |neutral, medium, [As a pilot, you organize evacuation from a burning aircraft.
ones high
12 |neutral, medium, | You are reporting an insurance event after a car accident by

high phone.
13 |neutral You are talking about school with your son.
14 |neutral You are buying shoes.
Neutral 15 |neutral You are teaching students at school.
16 |neutral You are reading a text to a colleague.

Tab. 1. Description of situations in the database

The goal was to achieve balance among different factors that might cause stress
and different linguistic material for these factors. Each situation included between
10 to 13 sentences naturally expected in the given context and the sentences were
created in a way that makes them appropriate for each stress level: neutral, under
low stress, and under high stress. For example, a sample of sentences in situation #2
from Table 1 is shown in the following bulleted list.

«  Gama 2305, it is important to quickly finish fueling the aircraft.

«  Please speed up the loading of luggage, it is necessary to finish the loading of
luggage as soon as possible.

+  Runway number seven is not cleared from snow. Runway seven needs to be
cleared. I repeat, runway seven needs to be cleared.

«  The weather is getting worse, you need to take off immediately.

In addition to the 12 emotionally charged situations, we also included four 4
emotionally neutral situations with sentences corresponding to the neutral level of
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stress only. These sentences were included since we cannot rule out the effect of text
expressiveness on the neutral level of stress in the 12 expressive situations. These
are shown at the bottom of Table 1. This inclusion will allow for testing the effect of
linguistic material on the acoustic-prosodic rendering under the intended neutral
level of stress (sentences corresponding to situations 1-12 vs. 13-16).

3 StressDat RECORDING

3.1 Speaker selection

To maintain the highest possible naturalness of elicited speech in the database,
professional actors were recruited. The current pandemic situation facilitated
recruiting of the actors since many of them experienced decreased demands on their
time.

Currently the database includes 30 speakers (16 females, 14 males) who
provided their recordings in exchange for payment. 20 speakers recorded the full
battery of 16 situations in Table 1 and 10 speakers recorded 10 situations in 3 levels
and 2 neutral situations.

3.2 Recording procedure

We needed to create a database of speech under stress at a time when people’s
face-to-face interactions were limited by the corona virus pandemic. For this reason,
anovel procedure of database creation was developed. This allowed to not only
achieve the required speech-under-stress recordings, but also to limit physical
contact normally required in traditional speech elicitation protocols.

The goal was to utilize, and adjust if needed, the actors” home environment and
their own smartphones. We instructed the actors to select a room with the smallest
possible reverberations, for example having as few bare walls and surfaces as possible,
and make adjustments to further improve the acoustic environment, such as spreading
the curtains, opening wardrobes, or covering sharp furniture edges. Additionally,
instructions for positioning their smartphones during the recording were also given to
ensure as comparable a recording environment across the speakers as possible.

The core of the instruction was to describe the three stress levels and facilitate
actors’ getting into the character. This was achieved in two ways. First, there were
instructions regarding the three stress levels generally. For the neutral level, we
asked them to imagine that they are completely calm, they navigate the situation
with sufficient perspective, and that the situation does not affect their mental state in
any adverse way. For the medium stress level, we asked them to imagine that they
are under stress, that the situation is serious and its resolution should be done with
care but assertively. For the high level of stress, we explained that they are under
very high stress, that the situation is extremely critical and almost impossible to
manage, and that they have to resolve it immediately.
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Second, inspired by [10] for each situation, we specifically described a) the
character (e.g., a parent of two schoolchildren that are difficult to manage), b) the
situation (e.g., a Monday morning, an important meeting with grave consequences at
work and parental duties involving the morning routine), c) the stressing factor (the
family overslept and the kids are not cooperative), d) the goal (e.g., to manage to
send the kids off to school and come to work on time), and e) the approach
corresponding to three levels of stress (e.g., calmness usually works best with the
kids (neutral), radio announces traffic jams and you need to be very efficient and
effective with the kids (medium), you are very late, kid still doesn’t behave, the
situation is critical (high)).

At first, each actor recorded their first attempt at the two situations. We assessed
both the acoustic quality of the recording and the differentiation of speech under the
three stress levels. If adjustments were deemed necessary, they were communicated
to the actor. The actors then proceeded with recording the full set of the situations.

4  StressDat ANNOTATION

After speech elicitation and processing, the annotation of the perceived level of
stress in the recorded sentences was organized. A web-based speech stress assessment
tool “Stress Thermometer” was designed based on the Subjective Units of Distress
Scale [11], which allows the annotator to listen to the utterance and to assign
a perceived stress level according to the instructions (see Figure 2). The visual
representation of the thermometer was adopted from [12].

USTAV INFORMATIKY
SLOVENSKA AKADEMIA VIED

Try to assess distress, fear, anxiety or discomfort on a scale of 0 to 100. Imagine you have a that these feclings to the

following scale. Rate how yon think the person saying the following utterances felt on that scale.
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Fig. 2. The graphical user interface of the “Stress Thermometer” tool that allows the annotator to
listen to the utterance and to assign a perceived stress level according to the verbal descriptions in
the rightward panel [13]
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Five annotators listened to each utterance and rated it on a discrete eleven-point
scale according to the following instruction: “Try to assess distress, fear, anxiety, or
discomfort on a scale from 0 to 100. Imagine you have a thermometer that measures
these feelings on such scale. Rate how you think the person saying the following
utterances felt on that scale.” Each utterance can thus be characterized with the mean
of the values of the perceived stress level assigned by the annotators. The ratings of
perceived stress can, therefore, reach real number values in the interval 0 to 100 in
steps of 10. This allows regression to be used in stress assessment instead of
classification. To limit the influence of the speaker, the annotators evaluated
sentences from different speakers in random order. During the evaluation, each
annotator had a different order of sentences in order to minimize the influence of the
previously heard sentences on the evaluation.

Of the material material recorded by 30 actors, two thirds have been fully
annotated and the rest is currently approaching completion.

5 PILOT OBSERVATIONS

5.1 Annotation normalization

It is common in annotating tasks using a scale that annotators use the scale in
different ranges and variances. To normalize for this variability, we use z-score
normalization [14] by annotator.

Figure 3 shows that normalizing annotations makes sense. Consider the neutral
(Level 1) stress for raters al—2 vs. a3—4. It is clear that the ratings of al-2 are shifted
lower compared to a3—4 in all three levels. Hence, the stress level was perceived
similarly, only the first group used the lower range of the scale compared to the
second group. This similarity among raters is reflected in the right panel after
normalization. The figure also shows consistent and robust separation among the
three stress levels in the annotations.

original normalized

60.0 50.0
50.0 40.0
40.0
30.0
20.0

10.0 I I I 10.0 I I I I I
0o M | 0.0

a3 alo all ald 21002 a3 alo all ald al002

30.0

20.0

m neutral medium stess high stress H neutral medium stess high stress

Fig. 3. Mean stress assessments for the three stress levels (neutral, medium, high) for five
annotators (al—a5) before (left) and after (right) normalization
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5.2 Inter-annotator agreement

To find out the degree of agreement among all annotators using the 11-point
scale, we calculated Fleiss’ kappa [15] for the original and the normalized
assessments, see the mean values for all utterances in Table 2. The values between
0.2 and 0.4 are considered a fair agreement. Given the subjective nature of stress
perception, and as many as 11 discrete points, we consider this agreement reasonably
good for this task.

It should be kept in mind, however, that Fleiss’ kappa considers the discrete
rating as independent of each other and penalizes a one-step difference between two
annotators (e.g. 2-3) in the same way as a seven-point difference (2-9). To capture
the distance among annotators, we also calculated variance and standard deviation
for each sentence; average of values for all sentences is shown in Table 2.

Original annotations Normalized annotations
Fleiss | Variance stdev Fleiss Variance stdev
0.31 1.22 9.71 0.35 0.63 7.84

Tab. 2. Evaluation of inter-annotator agreement

5.3 Intended vs. perceived level of stress

Figure 4 shows how the intended levels of stress produced by the actors
corresponds to the levels of stress perceived by the annotators. We plotted average
stress ratings for three levels of stress and three categories of stressful situations
from Table 1 in section 2.3. The figure provides several initial observations. First,
the ratings show that the actors were consistently successful in separating the three
levels of stress. Second, there is a difference between sentences in completely neutral
situations and the fourth bar of Level 1 and the other three bars, i.e., those acted out
in a neutral way but including stress semantically. This difference may stem either
from the effect of text semantics on the actors, the annotators, or both. Third, the
situations grouped under psycho-social stress are perceived/produced as less stressful
than the situations in the other two groups consistently at all three stress levels. We
may speculate that the nature of these situations (at home with kids or at work with
a colleague) elicits lower stress levels either due to the less severe stressors, or
certain amount of control over the situation compared to the other two groups
involving less control and greater severity.
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Fig. 4. Comparison of the average evaluation of annotators in relation to the played level of stress
and the classification of situations into groups

6 DISCUSSION AND FUTURE WORK

The sampling of both the actors and the annotators provides richness and
variability in that each utterance from the corpus is produced by multiple speakers
and its stress level is assessed by multiple annotators. Thus, the information about
the intended level of stress in speech production and the associated perceived level
of stress for each utterance of StressDat provide the basis for developing the
statistical models predicting the level of stress in speech.

The complete database will contain 30 speakers, and will be accessible for
research purposes.
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Abstract: The article tackles the problems of linguistic annotation in the Chinese
texts presented in the Ruzhcorp — Russian-Chinese Parallel Corpus of RNC, and the
ways to solve them. Particular attention is paid to the processing of Russian loanwords.
On the one hand, we present the theoretical comparison of the widespread standards of
Chinese text processing. On the other hand, we describe our experiments in three fields:
word segmentation, grapheme-to-phoneme conversion, and PoS-tagging, on the specific
corpus data that contains many transliterations and loanwords. As a result, we propose the
preprocessing pipeline of the Chinese texts, that will be implemented in Ruzhcorp.

Keywords: Mandarin, Russian, parallel corpus, Chinese word segmentation (CWS),
grapheme-to-phoneme conversion (G2P), PoS-tagging, code-switching detection

1 INTRODUCTION

Linguistic annotation is one of the key concepts for current corpus linguistics.
Chinese has its unique aspects of linguistic annotation, namely: absence of word
segmentation conventions; Chinese characters (with a high degree of homophony and
homography); significant distinctions in the morphosyntactic system between the
Chinese and the European languages. All the above-mentioned problems are
compounded if a sentence contains loanwords, as their phonological, morphological,
and orthographic features usually contradict the standard parameters of Chinese words.

The problem of proper annotation of Chinese texts that contain loanwords and
transliterations became crucial for the project of the Russian-Chinese parallel corpus
(hereinafter — Ruzhcorp; [1]) — a project within the Russian National Corpus. The
collection of texts in Ruzhcorp comprises 1070 documents, and the total number of
tokens (Russian and Chinese) is more than 3.5 million. The majority of the texts
belongs to the fiction domain (81%), and news articles (11%).
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Until recently, the linguistic annotation of Ruzhcorp has been inappropriate. The
Chinese word segmentation algorithm (henceforth — CWS) was based on a variant of
simple greedy search over a pre-loaded dictionary. This caused problems with the
detection of Russian loanwords, as they are usually absent in the dictionaries. The
algorithm of pinyin (official romanisation in PRC) attribution assigned all the possible
readings to each of the characters. Finally, there was no morphosyntactic annotation
(hereinafter — PoS-tagging) for Chinese texts.

Our research was aimed to create a proper pipeline of linguistic annotation of
the Chinese texts for Ruzhcorp, that would: i) be consistent regarding the linguistic
theory; ii) show appropriate results for the original Chinese texts; iii) show
appropriate results for detection of Russian transliterations and loanwords in the
Chinese texts. Speaking about the necessary layers of annotation, the pipeline should
include CWS, PoS-tagging, and pinyin annotation (hereinafter — G2P from
“grapheme-to-phoneme”). Within this article, we are going to provide an overview
of aspects i and iii, as, relating to aspect ii, we are relying on the analyses carried out
by the research community. In Part 2, we present the theoretical comparison of the
CWS and PoS-tagging standards for Chinese. In Part 3, we describe the set of
experiments in CWS, PoS-tagging and G2P on the Chinese texts of Ruzhcorp. In
Part 4, we propose the final model for Chinese linguistic annotation for Ruzhcorp,
based on our theoretical and empirical comparisons.

2  THEORETICAL COMPARISON OF THE STANDARDS OF
CHINESE LINGUISTIC ANNOTATION

2.1 Chinese word segmentation

The concept of “word” in Chinese is a challenging issue. Firstly, there are no
spaces in Chinese, and secondly, a character, not a word, was traditionally considered
a linguistic unit. But with the growing necessity of tokenization for different NLP
tasks, several segmentation standards were developed — [2]. Every standard tends to
focus on one of the language levels: morphosyntax, semantics or lexicology. The
comparative table of the standards is shown in Table 1.

Standard (Abbreviation) | Basic principle Description

GB T 13715-1992 lexicography, semantics | The oldest standard, implemented in
mainland China in 1993. The standard
lacks theoretical foundation and seems
too arbitrary.

Peking University standard | lexicography, semantics |Based on GB T 13715-1992 with some
(PKU) rules redefined. Segmentation units are
determined by lexical semantics and
lexical combinability.
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Standard (Abbreviation) | Basic principle Description

CNS 14366 (hereinafter —| morphology, syntax, Taiwanese national standard,

CNS) semantics implemented in 1999 by Academia
Sinica. The standard operates with
various linguistic concepts, such as
morpheme, aftix, dependent word and
so on, and its rules are more consistent.

Penn Chinese Treebank | syntax Based on X-bar syntax theory, with
standard (CTB) every constituent that can take X0
position considered as a word. The
standard was created specifically for
Chinese treebank, and is compatible
with Universal dependencies tagset.

Microsoft Research Asia|morphology, syntax, Developed its word taxonomy: lexical
(MSR) semantics word, morphologically derived word,
factoid, new word and named entity, all
of them are processed in different way.
This standard is not self-sufficient and
oriented towards compatibility with
others: PKU, CNS and CTB.
Vocabulary standards lexicography Not holistic standards, because the main
rule for them is to consider as a word
every unit that is found in a vocabulary.

Tab. 1. Comparison of CWS standards

As we can see, CNS and CTB standards seem to be more systematic and have
a strong theoretical background, which makes them both preferable standards.

2.2 PoS-tagging

Tagsets for automatic annotation of Chinese also vary in criteria for parts of
speech distinction and number of categories.

One of the most widely used tagsets is Peking University morphosyntax-based standard
(PKU) and its modifications. It includes 26 basic categories and up to 46 subcategories,
including denoting semantic and morphological classes within basic categories.

The ICTCLAS tagset was made by the Institute of Computer Science, Chinese
Academy of Sciences. This is one of the few standards for Chinese that proposes
a hierarchical model of morphosyntactic tags with three levels, where the first one
denotes parts of speech, and the two latter denote other categories (primarily semantic
ones). This standard is one of the most numerous, with more than 90 different tags.

Chinese National Standard (CNS) has a highly detailed list of about 150 tags. Although
the main criterion for selection is morphosyntactic properties, the categories highly depend
on semantics as well. Although the explanatory power of this standard is high, due to the
number of tags, this standard is difficult to be implemented by automatic taggers.
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Universal Dependencies (UD), a syntax-based tagset, offers only 15 to 17 clear
categories, which makes it convenient for cross-language annotation, but appears to be
less distinctive for Chinese than it should be.

Finally, Penn Chinese Treebank (CTB) 3.0, which was a prototype for Chinese
UD, is based on the principle of syntactic distribution and has 33 tags. The moderate
number of tags and the principles of their attribution that can be modelled through
programming means make CTB the most applicable PoS standard.

3 EXPERIMENTS WITH LINGUISTIC ANNOTATION ON
RUZHCORP DATA

3.1 Data

Ruzhcorp data have substantial differences from the “standard” Chinese texts,
as they contain phonetical borrowings and transliterations, which sum up to several
thousand. The majority of these unusual tokens occur either in the texts translated
from Russian or in the texts that describe Russian realities. Most of these tokens
constitute transliterations of Russian proper names (toponyms and anthroponyms),
thus, hereinafter we will focus only on the phonetical transliterations of the proper
nouns and will use “loanwords” and “transliterations” as synonyms.

To evaluate the performance of the algorithms that cover features of CWS,
PoS-tagging and G2P, we created the datasets on Ruzhcorp data, which share three
common features:

1. Separate datasets for fiction (Russian-to-Chinese translations) and news domains

(articles in Chinese media about Russia).

2. Sentences in each dataset are balanced (each document does not exceed 8—10% of
the dataset) and randomized.

3. Objects in each dataset have common features (Russian and Chinese sentences) and
the features specific to this dataset. These peculiarities, as well as the quantitative

overview of each dataset, are presented in Table 2.

Dataset! Size (sentence | Features Used in Purpose
pairs)
BOOKS 1/NEWS 1 |436/78 (automatically) Extracted | CWS, PoS-tagging evaluation
BOOKS 2/NEWS 2 |688/158 Russian proper names CWS, code-switching | fine-tuning
BOOKS_3/NEWS 3 [>800/>400 | their (manually) CWS (future) fine-tuning
extracted transliterations.
Only sentences with
Russian proper names.

! The prefix BOOKS means the data are taken from fiction literature, NEWS — from the news
articles. The “size” column values are separated by slash for BOOKS x and NEWS x datasets,
respectively.
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Dataset' Size (sentence | Features Used in Purpose
pairs)
BOOKS G2P/ 650/700 Manual pinyin G2P evaluation
NEWS G2P annotation of the whole
sentences.

Tab. 2. Description of the datasets

3.2 Experiments in CWS
3.2.1 Comparison of the best performing CWS algorithms without fine-tuning

Our first task was to evaluate the performance of different CWS algorithms
regarding the identification of transliteration boundaries in the sentences. Firstly, we
have tested the following algorithms that are widely used for the CWS task and show
high quality on default Chinese texts.

Algorithms Architecture CWS standards
Ckiptagger [3] | neural network: bidirectional LSTM and multi-head CNS

Stanza [4] attention layers CTB

SpaCy [5] CTB

Pkuseg [6] neural network: adaptive online gradient descent PKU

FastHan [7] neural network: BERT PKU, CNS, CTB, MSR

(different pretrained variants)
NLPIR [8] dictionary-based method followed by a k-shortest path | dictionary

routing
LTP[9] neural network: ELECTRA PKU
UDPipe [10] neural network: bidirectional GRU CTB

Tab. 3. Overview of the considered CWS algorithms

To compare the algorithms, we used two datasets — BOOKS 1 and NEWS 1.
We applied all the above-mentioned algorithms to the datasets and calculated three
metrics for each algorithm: recall, F-score, and our metric (hereinafter — “our”
that penalizes models for both overtokenization (segmentation of one loanword
into more tokens) and undertokenization (setting broader boundaries for
a loanword than necessary). The original metric was designed because traditional
metrics do not properly reflect the boundaries of the tokens, rather aiming at their
number in a sentence. The results on the Ruzhcorp data are represented in the
following figure.
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Fig. 1. Results of CWS algorithms on BOOKS 1 data

The quantitative analysis demonstrates, firstly, that despite its widespread,
graph-based model, NLPIR was not as good as neural networks. Secondly,
monolingual Chinese models turned out to be better than multilingual Stanza and
UDPipe. Thirdly, in some cases, the performance of algorithms correlates with the
CWS standards (CNS-based Ckiptagger performs worse than PKU-based PKUSeg).
However, we cannot state a causal link, because fastHan, which has a CNS variant,
performs as well as its PKU or CTB versions.

The qualitative analysis made us discover some inconsistencies within CWS
standards and algorithm performance. For instance, the multi-word Russian personal
names (e.g, first name and patronymic) are divided only by some segmenters, such
as the middle dot — a special symbol “-” in the Mandarin orthography. The standards
regard such clusters variously as well: PKU and CNS prescribe not to divide them,
while CTB does not. We believe that it is necessary to split the multi-word
transliterations by the middle dot, as this symbol is proof that the Chinese speakers
are aware of the multi-word nature of these items.

Based on our analysis, we identified fastHan and its CTB-based versions (like
fastHan//ctb or fastHan//wtb) as the best algorithm for our Corpus.

The detailed results of the study are represented in [11].

3.2.2 Experiment with fine-tuning FastHan algorithm

Another advantage of fastHan is a built-in fine-tuning function. Thus, we
decided to test whether the fine-tuned algorithms would perform better on our data.
We fine-tuned the best-performing variants of fastHan based on three main CWS
standards: CNS, CTB, PKU. We used BOOKS 2 and NEWS 2 datasets. We passed
datasets to CNS-based, CTB-based and PKU-based models, accordingly.
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Unexpectedly, the performance of the fine-tuned algorithms after testing on
BOOKS 1 and NEWS 1 slightly degraded. The table provides a comparison
between models’ metrics before fine-tuning and after it.

Before fine-tuning After fine-tuning
Metric | FastHan/ FastHan// FastHan// FastHan// FastHan// FastHan//
PKU CTB CNS PKU CTB CNS
Recall 0.9030 0.9180 09214 0.8997 0.9064 0.9080
F-score |0.8860 0.9097 0.9077 0.8841 0.8988 0.8902
Our 0.9488 0.9579 0.9554 0.9468 0.9493 0.9493

Tab. 4. Comparison of the FastHan algorithms before and after fine-tuning

We suggest that the main reason was the following: there was a small overlap
between the set of proper names in our BOOKS 1+NEWS 1 (test) and
BOOKS 2+NEWS 2 (fine-tuning) datasets, as different documents were taken. The
overlap comprises only 10 words, which is less than 10% overlap in the test dataset
and less than 5% — in the training dataset, thus, the model did not “learn” how to
tokenize exact proper nouns in the test dataset.

Currently, we are compiling another dataset - BOOKS 3 and NEWS 3, sharing
the same text sample as in a test dataset and being of bigger size, to proceed with
experiments in more representative fine-tuning.

3.2.3 Experiment in code-switching detection

Another hypothesis for handling the problem of transliterations was not to fine-
tune the CWS models but to use a different module that would be aimed only at
code-switching detection, which, in our case, would mean the transliterated Russian
proper nouns. As we approach this task, it can be treated as sequence labelling.

To do this, we ascribed labels to the transliterations in BOOKS 2 dataset and
trained the LSTM and CRF layers of fastHan algorithm on it. The NEWS_2 dataset was
used to check the performance on out-of-domain data.

The results of the experiment are decent, as the table below represents, however,
we do not consider them reasonable to add the gained increase to the main pipeline
because of lack of training data. Moreover, the performance on OOD data is worse
than the original fastHan, thus we conclude that this technique to adjust the quality is
needless for our task.

Fine-Tuning Data (BOOKS 2) Test on out-of-domain data (NEWS_2)

Metric/Model |FastHan//CNS |FastHan//CTB|FastHan//PKU |FastHan//CNS |FastHan//CTB |FastHan//PKU
Recall 0.8990 0.9296 0.9292 0.7861 0.8181 0.8094
F-score 0.8824 0.9189 0.9226 0.7712 0.8054 0.7882
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3.3 Experiments in G2P

The main problem of the G2P task for Chinese is that many Chinese characters
have multiple phonetic representations depending on the word or syntactic position,
so disambiguation of the readings for each character appears to be the key challenge
for the task. In general terms, Chinese G2P annotation includes the following steps:
word segmentation (and possibly PoS-tagging), obtaining all possible phonetic
values for atoken, and applying a set of heuristics to choose the most relevant
transcription. Therefore, the quality of the pinyin annotation depends on the quality
of the previous part(s) of a pipeline, CWS, and PoS-tagging.

In this study, we tested the following G2P algorithms for pinyin annotation. G2pC
[12] is based on recurrent neural networks. G2pM [13] is a package with bidirectional
LSTM architecture. The Xpinyin [14] model is based on stochastic decision lists using
frequencies of pinyin. Pypinyin [15] library uses n-gram statistics and has an in-built
collocation dictionary. The G2pC model is the only one to use an external application for
CWS and PoS-tagging. Thus, we used the G2pC model with different tools for CWS:
PKUSeg, a default model, fastHan and UDPipe.

For the test, we used two manually annotated datasets, BOOKS G2P and
NEWS G2P, consisting of 1350 annotated sentences. For each character, a pinyin
annotation was ascribed. Table 6 presents accuracy scores on the test dataset for each
model.

Model Performance (Accuracy)
G2pC (PKUSeg) 0.7347
G2pC (FastHan) 0.7304
G2pC (UDPipe) 0.7239
G2pM 0.5607
Xpinyin 0.5457
Pypinyin 0.5459

Tab. 6. Comparison of the phonetic annotation results

The best model is G2pC with PKUSeg word segmenter. PKUSeg is pre-trained
on several datasets of different domains (medicine, art, etc.) which may help it
perform on new data better than other models which are mainly trained on news
texts. However, G2pC with fastHan word segmentation shows almost the same
performance as the default CWS model.

The detailed results are represented in [16].

3.4 Experiments in PoS-tagging
3.4.1 Comparison of the best performing Chinese PoS-taggers

Regarding PoS-taggers, our first interest was to compare their performance on
transliterated toponyms and anthroponyms specifically. For the first PoS-tagging
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experiment, we examined a group of algorithms represented in the Table below. We
can see that almost every tool uses a different tagset, which were compared in 2.2.
Regarding the problem of loanwords, we distinguished three groups of tags: for
anthroponyms; for toponyms; for more common classes or other lexical classes of
the proper names (for example, common nouns or all nouns).

More common and
Tool PoS Tagset Anthroponyms|Toponyms |related classes
Ckiptagger [3] [Chinese national standard (CNS) Nb Nc Na
PKUSeg [6] |Peking university (PKU) nr ns n, nz
FastHan [7]  |Penn Chinese Treebank (CTB) NR NR NN
PyNLPIR [17] |PKU (modified) nrf nsf n, nr, ns, nt, nz
Stanza [4] Universal Dependencies + CTB (UPOS) [PROPN PROPN  [NOUN
SpaCy [5] UPOS PROPN PROPN  |NOUN
LTP [9] PKU (modified) nh ns n, ni, Nz

Tab. 7. Comparison of Chinese PoS-tags that can be classified as borrowings

To compare the algorithms, we used BOOKS 1 and NEWS 1 datasets by
taking the sentences, splitting them with CWS algorithms, and applying PoS-taggers.
After that, we evaluated the PoS-tags of transliterations. We divided the ascribed
PoS-tags into three groups: absolutely correct (when the tagger matches both the
part of speech and the semantic class of the word), approximate match, when the
tagger chose a morphosyntactically correct annotation but did not ascribe the exact
lexical class (for instance, an anthroponym was marked as a toponym or a common
noun), and all other cases that are error. The algorithms were evaluated by the
F-score metric (Fig. 2).

According to the results, the best tool is fastHan, which has almost 100%
correctness. The main errors of all algorithms occurred due to incorrect word
segmentation (thus we did not analyse them precisely). Speaking about the mistakes
among the correctly segmented words, anotable inaccuracy was marking
anthroponyms as toponyms and vice versa. The possible explanation is that such
words end with the morphemes that are usually used as semantic markers of the
proper names from the opposite groups, so the tagger could decipher them as
a generic element (see Conclusions) rather than the last character of the
transliteration. The detailed results are represented in [18].

3.4.2 Experiments in parallel PoS-tagging

The method of parallel PoS-tagging is gaining popularity for the multilingual
data: among two languages in the parallel corpus, the well-studied standard language
for which the task of PoS-tagging is relatively well solved is used as an additional
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sequence of tags for labelling the under-resourced language. This approach was used
either for low-resourced languages or for languages with grammar that differs
significantly from European languages.
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Fig. 2. PoS-taggers’ results on our dataset

We implemented this approach to Ruzhcorp data. For that work, we used BOOKS 2
and NEWS 2 datasets, with manual word-to-word alignment. The data were divided at
aratio of 7 to 3 into the training and the test sets. Russian sentences were parsed by
a morphological annotator Pymorphy2 and the Chinese were processed by fastHan. Then
the two sequences of PoS-tags were given as two inputs for a BILSTM-based neural
network. The accuracy on the test set reached a slightly better score of 0.98 compared to
0.97 produced by a default fastHan model. We consider that an interesting source for
further research, however, this approach appears to be excessive in production as it
requires word-to-word alignment of data and cannot handle raw text.

The detailed results of the experiment are described in [19].

4 THE FINAL MODULE FOR LINGUISTIC ANNOTATION OF THE
CHINESE TEXTS IN RUZHCORP

After reviewing all the results, we merged all the modules into one algorithm of
Chinese text processing. Our algorithm consists of CWS, PoS-tagging, and G2P
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functions and a module with custom rules that split the multi-word transliterations
by the middle dot (see 3.2.1). Each module is applied sequentially: the CWS, PoS-
tagging, G2P and custom rules are applied one after another and take the outputs of
the previous module as inputs.

While working on this algorithm, we had to decide on which standard it should
be based and which tools we should use for each task. Our decision is based not only
on the idea of using the best standards and tools for each task, but also on the idea of
making all the tools work in harmony in our algorithm. In case of CWS and PoS-
tagging tasks, there is no problem as both of these modules perform best results
using fastHan based on CTB standard. This standard is considered the best for
processing Chinese texts because, unlike other standards, it is centred on syntactic
structure, which is more relevant to Chinese than morphological and lexico-semantic
features. However, considering the G2P task, it is a little more difficult because the
best tool for it is G2pC, which uses PKUSeg as a word segmenter and a PoS-tagger.
Nevertheless, we decided to implement CTB-based fastHan into G2pC although this
implementation performed negligibly worse performance than the default G2pC as
was shown in Section 3.3.

G2pC, unlike other tools, takes into consideration CWS and PoS-tagging
annotation and uses this information to solve the ambiguity problem, which explains
its good performance. All other algorithms take only CWS as input, which logically
lowers their results. This allows us to conclude that it is more rewarding to create
a “sequential” structure of CWS, PoS-tagging, and G2P modules (each module takes
as input the output of the previous module) rather than a “parallel” structure (PoS-
tagging and G2P modules take only CWS results independently).

The code-switching detection was not included because it works worse than
algorithms for the CWS task on their own. Parallel PoS-tagging showed better
results than monolingual PoS-taggers, but it cannot be used for the annotation in our
corpus, at least for now, as it requires Russian sentences with a deeper manual
markup.

The code is available through this link: https://github.com/ruzhcorp/ruzhcorp
chinese annotation.

5 CONCLUSIONS AND PERSPECTIVES

The paper presents a comparative analysis of the current situation in Chinese
word segmentation, PoS-tagging, and automatic transliteration from both theoretical
and experimental sides by using Ruzhcorp data. In terms of theory, the frameworks
that fit the Russian-Chinese parallel corpus most are the syntax-based standards of
both CWS and PoS-tagging (such as CTB or UD) and that the best G2P predictions
are made with the use of information about tokenization and PoS-tags. From the
technical perspective, the best algorithms are, firstly, based on the modern neural
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architectures (namely BERT, ELECTRA and RNN). Secondly, for Chinese-specific
tasks like CWS, monolingual algorithms perform better than multilingual ones.

As a result of the set of experiments, we propose an algorithm that includes all three
aspects of the Chinese linguistic annotation, and that features both neural and rule-based
patterns. To date, all the texts in Ruzhcorp have been re-annotated with this algorithm
and are available at the webpage https://ruzhcorp.github.io/.

There are areas of future research in that field. Firstly, our observations show
inconsistencies in the detection of the so-called generic elements in Chinese: after
a proper noun, a “generic” noun is used in order to denote the type of objects the
name refers to. The CWS standards treat this phenomenon in significantly different
ways, taking into account phonotactic (length of the generic element) or semantic
features. Thus, we find it necessary to provide a specification of the CWS standard
for Ruzhcorp, which will include a more consistent approach to generic elements.
The second research area is deepening the experiments on parallel linguistic
annotation. On the one hand, this can be conducted for scientific purposes, such as
parallel PoS-tagging, on the other hand, this is a valuable help for the task of word-
to-word alignment, which is rather aimed at corpus-aided language learning.
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variation in Carpathian Rusyn: Resampling-based methods for small data sets. Journal of
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Abstract: Quantitative, corpus based research on spontaneous spoken Carpathian
Rusyn language can cause several data-related problems: Speakers are using ambivalent
forms in different quantities, resulting in a biased data set — while a stricter data-cleaning
process would lead to a large scale data loss. On top of that, polytomous categorical dependent
variables are hard to analyze due to methodological limitations. This paper provides several
approaches to face unbalanced and biased data sets containing variation of conjugational
forms of the verb maty ‘to have’ and (po-)znaty ‘to know’ in Carpathian Rusyn language.
Using resampling based methods like Cross-Validation, Bootstrapping and Random Forests,
we provide a strategy for circumventing possible methodological pitfalls and gaining the
most information from our precious data, without trying to p-hack the results. Calculating
the predictive power of several sociolinguistic factors on linguistic variation, we can make
valid statements about the (sociolinguistic) status of Rusyn and the stability of the old dialect
continuum of Rusyn varieties.

Keywords: oral corpora, border effects, language variation, spoken language corpus,
robust statistics, Carpathian Rusyn

1 INTRODUCTION

As the size of empirical data and the number of bigger corpora rose as steadily
as processing power of computers, complex statistical methods have obtained more
and more approval in the field of linguistics. This trend also applies to dialectology
and sociolinguistics — subfields with a greater focus on variation in spoken language.
Compared to statistical methods applied to written language data, spoken language
data can evoke several data related problems. As oral corpora are often unequally
smaller than written corpora, results and the application of statistical tests have to be
treated with special caution. Working with smaller data sets, outliers as well as
autocorrelations between independent variables can pose the risk of causing a higher
effect on the result of estimations or elaborated statistical tests than in larger,
balanced data sets.

In this paper we discuss statistical methods from a sociolinguistic point of view.
By analyzing a specific case of linguistic variation in Carpathian Rusyn, we
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problematize the use of statistical methods by taking the rather complicated nature of
spoken-language based data into account. We propose to analyze small and unevenly
distributed datasets with resampling-based and robust methods, rather than reducing
the complexity of the analysis or the data set for the sake of high significance levels.
The aim is to avoid false positive or negative results by assessing statistics based on
estimations, rather than absolute values.

The methods discuss are applied to verbal inflection in Carpathian Rusyn. The
verbs maty, znaty, poznatysp, s, pe: ‘to have’ and ‘to know’ are analyzed with respect
to the sociolinguistic embedding of the variation within the states Carpathian Rusyn
is spoken, i.e.e., Poland, Slovakia, and Ukraine. The aim is to analyze which
sociolinguistic factors with high influence on the outcome of the variation can be
detected and whether so called “border effects” ([1], [2]) can be observed. The first
section is dedicated to giving a short overview of the specific situation of Carpathian
Rusyn, the background of the dataset, and the motivation of the analysis.

In the second section, the resampling methods cross validation and
bootstrapping are applied to a multinomial logistic regression model, resulting in
robust estimations of regression coefficients.

In the third section, we approach the variable importance via categorization
with the decision-tree-bases methods Random Forest and Conditional Forest.

Since categorical dependent (and independent) variables are common in (socio-)
linguistics and small, unevenly distributed data samples are more the rule than the
exception when analyzing minority language data, our approaches are applicable
beyond the Rusyn test case. For analyses, the open source software R-studio [3] is
used.!

2 LINGUISTIC DATA AND METHODOLOGY

2.1 Variation in Carpathian Rusyn

Rusyn is a Slavic minority language mainly spoken in the Carpathian area, with
the highest population of speakers in Transcarpathian Ukraine, Eastern Slovakia and
Poland. Within the continuum of Northern Slavic languages, Rusyn is located right
on the border between East- and West Slavic.

While Ukrainian is the linguistically closest language to the Rusyn varieties,
their linguistic status and the national recognition of Rusyns as minorities is disputed.
Some scholars claim that the Rusyn varieties are to be considered dialects of the
Ukrainian language [4], others argue in favor of a separate linguistic and cultural
identity of the speakers of Rusyn ([5], [6]). From a structural viewpoint, there are
certain similarities with Ukrainian, e.g., with respect to common sound changes on
the one hand, e.g., East Slavic polnoglasie, such as in molodyj ‘young’ or the

! The R-script used for this work can be found via: https://bwsyncandshare.kit.edu/s/
bGyJiGfHYkZHBa2 (please download the .html file and open with browser).
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rendering of Common Slavic jat’ as /i/ such as in bilyj ‘white’. On the other hand,
certain properties make the Carpathian Rusyn varieties similar to the adjacent West
Slavic languages, i.e., Polish and Slovak (for instance the use of clitic pronouns or
the past tense formation using forms of the auxiliary verb ‘to be’ ([7], [8]). Resulting
from the ambivalent status of Rusyn within the different European states, the
situation is complex and dynamic. The current state of Rusyn can be researched
using the online Corpus of Spoken Rusyn.?

In his grammar “The Rusyn Language” Stefan M. Pugh [9] describes the PreSov
standardized variety of Carpathian Rusyn, from time to time with respect to other
Rusyn non-standard variations (Slovak Rusyn, Lemko and Subcarpathian Rusyn).
An interesting case of verbal variation is described within the conjugation classes
“E(1) A(J): Conjugation la” and “E(2) AJ Proper” [9, p. 117-120]: The original stem
marking A(J)* only appears in imperatives and in the non-past tense forms. As
examples the verbs citaty ‘to read’ and maty ‘to have’ are given, where the only form
including the stem mark (A)J would be Citatysp,pipes (Citajut’) and matyypgpy pres.
(majut’). The more one progressed to the east of the Rusyn dialect continuum, the
more common a full A(J) conjugation would be evident (mam < maju, mat’ < maje).

However, Pugh states that the A(J) forms within conjugations of this class were
limited to the 3™ person plural, except the verbs maty, znaty and poznaty, where the
A(J) forms can also be found in 3™ person singular forms. This leads to three
competing forms of maty, znaty, poznaty;p, s, pres -

ma, maje, mat’; zna, znaje, znat’; pozna, poznaje, poznat’.

The dataset we analyze this variation on contains 284 utterances of the above
mentioned forms, by 56 speakers. The data has been obtained via query search in the
Corpus of Spoken Rusyn. Corpus results can be downloaded and imported into the
software R-Studio. In this case, the data set has been manually checked and cleaned*
before the import. Besides the language samples (also available as anonymized
audio recordings), the corpus also features speaker metadata (age, gender, living
place, citizenship, GPS-locations).

Another variable (dialect area) has been added manually to our dataset. This
variable reflects the affiliation of the villages to isoglosses that were the result of
traditional dialectological research [10], before the current state borders had been
established.’ In this way, we can compare whether the traditional dialectal areas or
the current states (and their respective roofing standard languages) have a stronger

2 Accessible via www.russinisch.uni-freiburg.de/corpus (26.08.2021).

3 Read as vowel “a” +J.

* We intentionally did not remove multiple utterances of the verbs by the same speaker as long as
they were not within-sentence repetitions.

5 This only applies to Rusyn data from Eastern Slovakia and Transcarpathia. The traditional Lemko
dialect constellations have been torn apart by the violent resettlements of Lemko Rusyns (Akcja Wista).
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influence on the variable of interest. Statistics can also reveal differences between
older and younger speakers in the sense of an apparent time study [11].

2.2 Methodological background

In order to analyze the relative importance of certain factors that might predict the
outcome variable, i.e., the realization of the verb forms, we want to compare the usage
of the variants of a linguistic phenomenon between several (sociolinguistic) subgroups
within our data set. To do so, the variation has to be quantified. Most commonly,
frequencies (of e.g. uttered word forms or specific grammatical constructions) are
calculated and further on compared between several subgroups.® While performing
statistical tests on a small data set of spoken language, quite a few problems can occur
that might affect the quality of our results. Generally, researchers have a wider range of
options when dealing with numerical outcome variables. Parametric statistics allows for
making profound guesses about the population based on a certain underlying distribution
of data, then comparing the variance within the data set with the natural distribution to
assess statistical effects. However, when dealing with categorical language data there
are quite a few more methodological limitations and tripping hazards.

A common statistical test in (socio-)linguistics, which is very similar to the test
we are applying to our data below, is binomial logistic regression. Binomial
distributions are traditionally described with a “success” “not success” scenarios like
e.g. flipping coins, where each toss is independent from the latter and the probability
for each side showing when it lands is equally probable (50/50 chance). The
observations, derived from arandom sample taken from a population are analyzed
with the underlying assumption of a binomial distribution, similar to numerical data as
weight and size are assumed to be distributed normally. Deviations from the distribution
within the underlying population can be explained to a certain degree by factors
determined within the regression formula. Besides the fact that a study design with
bivariate variables can lead to (more or less necessary) oversimplification’ of linguistic
variation, the assumption of a natural 50/50 chance between two forms can as well be
a bad starting point.®

¢ Subgroups can be defined in many possible ways and by multiple conditions. A group does not
necessarily consist of many individual speakers; it could also be defined as a set of all the utterances of
individuals. In our case, subgroups could consist of e.g. all female speakers. In between factor relations
can be taken into account by defining and cross testing subgroups by multiple conditions (e.g. gender,
age group, living place).

7 Simplification of the variables can be an advantage form the methodological point of view
because statistics involving polytomous dependent variables are disproportionately more computationally
intensive and harder to analyze. The calculation of » baseline models can evoke to prohibitively high
level of manual work and can pose the risk of bad model fitting.

8 In researching e.g. the use of L/ and L2 forms, the chance of which form could be uttered may
vary between individuals and groups due to random factors like weather, sympathy, geographically
ambivalent perceptions of language and other factors that are hard to grasp statistically.
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The most problematic property of our data set — typical for spoken and written
linguistic corpora — is that many speakers utter several ambivalent forms, ranging
from one utterance up to as many as twelve utterances in very different proportions.
It is impossible to exclude the speakers, as we would not only have to work with an
even smaller data set, but we would also willingly ignore existing variation and
therefore making our whole study obsolete. For this reason, we decided to keep as
much data within our sample as possible, even if this leads to some individuals
dominating the data set and even though the assumption of independence between
single data points is violated.

2.3 Resampling methods I: Cross validation and non-parametric bootstrapping

Taking the threefold nature of our dependent variable and several
sociolinguistic factors into account, we conduct a multinomial logistic regression
analysis with the formula verb form ~ Variety + Area + Age + Gender. We used
the function “multinom()” from the package “nnet”. This function as part of the
“nnet” package has several advantages such as the usual “lme4”-alike [12]
regression output content and that there is no need to reshape the data set to long
format. However, it does not provide p-values or t-statistics. The significance
levels in Table 1 and 2 are provided by the function stargazer() of the R-package
“stargazer” [13], that has been used to print the tables in HTML-format. It is
important to note that this multinomial regression works by setting a baseline
category and comparing two regressions side by side automatically. In our case,
the set baseline of the dependent variable is the finite verb mat ‘has’. The
multinomial regression model predicts the logit of the two other verb forms with
respect to the baseline model. As verb form consists of three categories, the
formula of the basic multinomial regression translates to:

In (P(Verb_Form =ma)
P(Verb_Form = mat|

+b,,(Gender=m) + b (Area=1) + b, (Area=2) ... +¢
P(Verb_Form = mae |

In (
P(Verb_Form = mat|
+ b,,(Gender=m) + b, (Area=1) + b, (Area=2) ... +e¢

) =b,,+b,, (Variety=Slo)+ b,, (Variety=Tra)+ b,,Age

) =b,,+b,, (Variety=Slo)+b,, (Variety=Tra)+ b,, Age

Here, P are the odds, b, are the regression coefficients of the respective factors
and € is the error term. Baselines are also set for the factors.

Trusting this naive model, some model coefficients (Tab. 1) seem to be (highly)
significant. However, we cannot solely rely on the meaningfulness of these values (even
if they seem likely), not taking the violation of assumptions and the data related bias into
account.
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As described in 2.2, several speakers produced different realizations of the response
variable. The multinomial model cannot consider the individuals as a random factor.” In
other words: the assumption of independence between data points is violated.

However, one can use this naive approach in order to find a good model fit (the
combination of predictive factors with the highest explanatory power) for further
processing. The quality of the model fit (meaning how much of the effect can be
explained by our predictors) can be assessed by comparing the Akaike Information
Criterion or testing the model and measuring the accuracy.

A common approach is to split the dataset into a training and a test set in order to
test the predictive power of the model on new data. For unbalanced small data sets, this
approach is problematic as it worsens the model quality as some of the multiple
utterances by the same speakers might be used for training and testing at the same time,
moreover we would lose a greater part of our data during this process.

Alternatively, one can assess the accuracy of the model via K-fold Cross Validation
([15], [16], [17]). CV allows to split the data into & subsets and then compare each subset
with all the other subsets. The CV error rate is the average error rate of the aggregated
subset-based regression model. Doing so, the accuracy of the model can be predicted
precisely without losing valuable data. The above mentioned formula has been chosen on
the basis of the best CV accuracy rate. A formula including interaction effects between
variety and age reached approximately the same accuracy rate and is therefore mentioned
in the results (Fig. 2 and Fig. 3). However, due to data related bias and violation of
assumptions, the accuracy of the naive regression model is merely 63%. That means the
error term of the regression formulas has a predictive power of 37%.

Correlations between independent variables can have a strong influence on the
outcome of the model. As shown in Fig. 2, the regression model with interaction effects
seems to perform better (AIC) than the basic model. Nevertheless, the estimations of the
regression are unreliable. The coefficient of the factor Transcarpathian variety
(VarietyTRA) has become negative, even though there is no sound reason to assume
anegative effect. This behavior can be explained by confounding [18]. A correlation
between age and the Transcarpathian samples leads to the effect, that with the inclusion
of the interaction variable, the VarietyTra:Age has not only an effect on the dependent
variable, but also on the independent variable variety.

Hinneburg et al. [19] problematize the analyses of small datasets with a categorical
dependent variable. Among other approaches, the authors show that non-parametric
bootstrap can provide robust estimations of the statistics that help to avoid false
assumptions about the underlying linguistic mechanisms. Fox [20] explains the principles

° Multinomial Logistic Mixed-Effects Regressions could potentially account for the individual
variation of utterances. However, R-packages that are able to perform Mixed-Effects Regression Models
for multinomial data reliably are rare. It is possible to perform several types of Multinomial Logistic
Mixed-Effects Regression with the R-package “mclogit” [14] but in our case the algorithm did not
converge.
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behind bootstrapping regression models in R, which is that bootstrap allows estimating
the distribution of regression statistics without making a priori assumptions about the
distribution within the population. Therefore, data set is resampled n-times and the
regression is calculated for each subset of the samples:

“The essential idea of the non-parametric bootstrap is as follows: We
proceed to draw a sample of size n from among the elements of S, sampling
with replacement. [...] The key bootstrap analogy is therefore as follows:
The population is to the sample as the sample is to the bootstrap samples”
[20, p. 1-2].

In this manner, not only the bias within the dataset, but also the effects of
dependencies between several observations (several utterances of the same speakers)
are reduced. We bootstrapped the regression model using the “boot()” function of the
R-package “boot” [21].

As shown in Tab. 2, the median 1000-fold!? bootstrapped regression coefficients
as well as their significance levels are in the most cases less extreme than in the
naive model (Tab. 1).

The bootstrap process allows checking the distribution of the bootstrapped
coefficients. After 1000-fold bootstrap, most coefficients seem to be normally
distributed (cf. Fig. 1), with some of the distributions showing rather large spikes,
skewness or broadly distributed minimum/maximum values. A straightforward way
to calculate confidence intervals in R is by using the boot.ci() function of the package
“boot” 2021 [21] or the boot ci() function of the package “sjstats” [22]. If the
distribution of bootstrapped coefficients contains larger spikes or extreme limits,
boot ci() will provide unrealistically large confidence limits for all variables. This is
due to the methods being either entirely based on t-distribution or sample quantiles
and the distributions are expected to be normal (no spikes, no skewness, no extreme
limits). Boot.ci() provides the possibility to calculate bias-corrected and accelerated
(BCa) confidence intervals, that seek to take skewness and bias within the distribution
of coefficients into account. BCa-CI provide a far more realistic picture of the
bootstrapped confidence intervals. Fig. 2 displays the 95% BCa confidence limits of
the multinomial logistic regression (without interactions), the black dots indicating
the original, non-bootstrapped coefficients. Despite the fact that some CI are very
large, the results show a more robust and less biased estimation of the coefficients.
In some cases (Variety, Area), the CI indicates that the factors potentially have an
even larger effect on the category of the dependent variable, than the median values
in Tab. 2 suggest.

1 Meaning that the data set has been subsampled and the statistics have been calculated 1000
times.
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2.4 Resampling methods II: Random Forest

When it comes to analyzing data with categorical outcome variables in R,
CART'"-based methods [23] provide auseful alternative to logistic regression
models. The bagging'? approach of Random Forests [24] is similar to the aggregated
bootstrapping-approaches from above, but the underlying mechanisms behind CART
differs from logistic regressions. Comparing CART-based models to the multinomial
regression analysis (or vice versa), another equally valid perspective can be obtained.
The alternative perspective can help to create a clearer picture of the calculated
statistics and can, in case of a very unbalanced data set, help to verify or falsify
results. Using the R-packages “randomForest” [25] and “party” ([26], [27], [28]),
arobust estimation of variable importance is assessed easily, without the need to
implement manual bootstrapping to the R-script. As Random Forests are even
considered to be robust against presence of in-between variable interactions [29],
they provide an additional corrective to the regression analysis. Without going into
too much detail, we want to address a few tripping hazards that can occur while
assessing the predictive power of factors via CART-based Forests.

The principle behind decision trees is rather straightforward. A “tree” is grown
by deciding on several occasions (nodes) which factor is the most important for
splitting the data between the categories of the dependent variable. Like the
aggregated bootstrapped coefficients, Random Forests provide a robust estimate of
several parameters that indicate the predictive power of factors, by combining the
predictions of n numbers of trees, which are again based on random subsets of the
data set. The data that is left out within each of the n-trees is used for assessing the
overall accuracy of the model (OOB (out of bag)-error rate). In contrast to the
regression models, RF algorithms use a random set of possible factors for each of
these splits. It is important to check whether it is necessary to adjust the numbers of
those factors. Within the formula, which is very similar to the regression formula
above, the argument “mtry” indicates the amount of factors considered for each split.
If “mtry” is set high, the choices between factors are less random and pose a higher
risk of bias. If “mtry” is set low, the choice between factors is smaller, which may
lead to a larger OOB-error rate. The OOB-error rate for the RF model (ntree = 10000,
mtry = 3) verb_form ~ Variety + Area + Age + Gender was 24.7%, meaning the
accuracy of the model is 75.3%.

The variable importance can be displayed with the help of the function
“varlmpPlot” (Fig. 3, left graph). The ranking of the variable importance of our
analysis proves the point of Strobl et al. [29], that the mean decrease Gini and mean
decrease accuracy indexes tend to be biased towards continuous independent
variables (or in other cases towards variables with many categories). As shown in

I Classification and Regression Tree, also known as Decision Tree.
12 Bagging is short for bootstrap aggregating.
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Fig. 2, age has no predictive power in the regression models. The reason behind this
error is that numerical variables like age can be split into various fractions, leading
to considerably more options to split the decision tree branches compared to
categorical variables with a very limited amount of possible splits.

Following Strobl et al. [29], the better approach for data sets with mixed
(categorical and numerical) predictors is to use Conditional Forests via the function
“cforest()”. Conditional Forests [28], while being more computationally intensive,
perform multiple significance tests at each splitting point of the trees. These
significant tests (permutation tests, conceptually similar to the cross validation
technique mentioned above) take several covariates of the variables into account,
performing multiple significance tests on all possible combinations of predictors and
covariates in the data set, preserving possible covariance structure of e.g. variety and
age. As shown on the right-hand side of Fig. 3, the highest ranked (and therefore
most important) factor is variety.

2.5 Interpretation

Our analysis shows that the predominating factor determining the verb forms
maty, znaty, poznatysps,pe 1 the factor variety, distinguishing between
Transcarpathian, Lemko or Slovak Rusyn. While the old (formerly border-transgressing
dialectal Areas haven’t been ranked as unimportant (Areal), it seems that, at least in
most cases, variety has the strongest effect. Comparing the coefficients (ma, maje vs.
mat) of the regression model in between the varieties, Transcarpathian has by far the
most homogeneous distribution of verb forms (the dominating form maje is congruent
to the Standard Ukrainian form). Following the hypothesis of Border Effects [2] and
the model of Auer and Hinskens [1, p. 17], the different embedding of Rusyn, brought
about by the respective state (i.e. Poland, Slovakia and Ukraine), leads to convergence
between non-standard varieties and their respective dachsprache and divergence
within old dialectal continua. Considering the fact, that Rusyn is acknowledged as
minority language in Slovakia and Poland, the more heterogeneous use of the verb
forms within these varieties, including a strong use of verb forms differing from the
respective umbrella languages, might not be accidental. Whereas the codified standard
of Rusyn is taught in schools in Rusyn villages in Slovakia as well as in the Institute of
Rusyn Language in Culture at Presov University'3, the speakers of Rusyn are tending
to be more confident about their language and identity [30].

3  CONCLUSION

Making correct statistical assumptions about inferences of sociolinguistic factors
in spoken language data, especially dealing with a polytomous categorical variable of
interest is unequally more difficult and error-prone than when dealing with parametric/

13 https://www.unipo.sk/cjknm/hlavne-sekcie/urjk/o-institute/ (18.03.2021).
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continuous data. Meeting all assumptions of the regression models and providing
a balanced, unbiased data set is theoretically possible, but practically very unlikely to
achieve without a prohibitively high amount of data manipulation or oversimplification
of the variables of interest. The robust statistical methods suggested in this paper
provide a broader perspective on the linguistic mechanisms behind the variation in
spoken language, without 1. oversimplification of the data set, 2. without restricting
the regression models to a binary outcome variable or just few predictors, and 3.
without p-hacking. Even though the results of robust approaches are sometimes
unspectacular, reporting robust estimations will reveal realistic tendencies and often
significant results, instead of p-values with an unrealistically high level of significance
(Fig. 1). By comparing several methodological approaches such as multinomial
logistic regressions and Random (or Conditional) Forests, indistinct results can be re-
evaluated from different points of view. As for our specific case, several statistical
methods helped to uncover the underlying sociolinguistic factors behind variation
within the inflectional system of verbs in Rusyn. The modern states where Rusyn is
spoken have astronger impact variation than the historical dialect areas or
sociolinguistic factors such as age and gender.

It would be desirable to conduct further statistical analysis taking random
factors into account as well as special factors such as the distance of the geographical
location of the living place of speakers to the center of dialect areas or state borders.
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Multinom. Log. Reg.: Verb Forms ~ Factors without & with Interaction Effects
Dependent variable:
ma maje ma maje
() (2) 3) “)
VarietySLO -3.476%** -3.017%** 2.529 -0.947
(0.471) (0.421) (2.395) (1.393)
VarietyTRA 10.800%** 14.146%** -13.792%** 18.253%**
(0.355) (0.355) (0.001) (0.001)
Age 0.006 0.023 0.024 0.050*
(0.018) (0.018) (0.025) (0.026)
Genderm -1.079 -0.125 -0.876 0.163
(0.733) (0.724) (0.732) (0.740)
Areal 8.480%*** 11.786*** -1.262 14.462%**
(0.437) (0.437) (0.905) (0.908)
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Multinom. Log. Reg.: Verb Forms ~ Factors without & with Interaction Effects
Dependent variable:
ma maje ma maje
) 2 (3) @)
Area2 -1.155%* -0.658 -10.001*** 2.845%*
(0.471) (0.422) (1.818) (1.194)
VarietySLO:Age 0.034 -0.087**
(0.056) (0.039)
VarietyTRA:Age 0.427%** -0.056%***
(0.008) (0.008)
Constant (mat) 3.270%%* 1.477 2.261%* -0.153
(1.091) (1.100) (1.292) (1.344)
Note: *p<0.1; **p<0.05; ***p<0.01

Tab. 1. Result table of naive Multinomial Logistic Regressions model

Bootstrap Multinom. Log. Reg. Coeff. Median Values:
Verb Forms ~ Factors without & with Interaction Effects
R=1000
Dependent variable:

ma maje ma maje

M @) 3) “4)
VarietySLO -3.097 -2.267 0.993 0.713

(2.857) (1.619) (59.64) (34.74)
VarietyTRA 7.538%* 12.564*** -14.579 19.052

(3.139) (2.739) (24.089) (34.87)
Age 0.007 0.026 0.0239 0.0507

(0.020) (0.019) (1.087) (1.087)
Genderm -1.106 -0.142 0.955 0.088

(1.551) (1.523) (5.237) (5.228)
Areal 7.08 11.95%** -2.025 17.688

(5.597) (4.430) (27.216) (48.321)
Area2 -1.844 -1.608 -10.17 1.924

(2.462) (1.745) (53.36) (16.127)
VarietySLO:Age 0.041 -0.1

(1.162) (1.22)
VarietyTRA:Age 0.437 -0.058
(1.68) (1.81)
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Bootstrap Multinom. Log. Reg. Coeff. Median Values:
Verb Forms ~ Factors without & with Interaction Effects

R=1000

Dependent variable:

ma maje ma maje

M 2 A3) 4)
Constant 1.41 1.4081796 2.193 -0.287

(2.488) (2.452) (23.76) (23.759)
Note: *p<0.1; **p<0.05; ***p<0.01

Tab. 2. Result table of bootstrap Multinomial Logistic Regressions models
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Fig. 1. Normal-like distributed bootstrap cofficients (t)
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Abstract: A literary essay is an interesting unit for language analyses, as its stylistic
means often exceed the boundaries of the genre of an artistic essay. The article presents
a new corpus of Czech literary essays covering approximately fifty years from 1890 to 1940.
Along with the characterisation of the corpus and its annotation, the paper focuses on the
TXM corpus tool: In the second part of the study, we use selected texts to conduct an analysis
of seven various authors through multidimensional cluster analysis, factorial correspondence
analysis and a specificity score. The main parameter of the analyses was usage of parts of
speech in texts by individual authors. At present, the Corpus of Czech Essays contains 40
essayist titles written by 15 authors covering various topics (music, visual arts, theatre,
literature, etc.).

Keywords: annotation, corpus, corpus linguistics, quantitative analysis, literary essay,
multidimensional analysis, orthography, specificity score, TXM

1 INTRODUCTION

At present, Czech linguistics already has anumber of corpora available,
covering arange of areas with regard to both temporal and typological or genre
characteristics. Some textual areas or language periods are, however, covered to
a lesser extent or are awaiting processing. One interesting period in the development
of standard Czech is the turn of the 1900s, when the views of standard Czech and its
orthographic form were established. Attitudes of linguists’ changed turbulently
during this time. One might mention in this context various polishings representing
purist efforts and tendencies, followed by the attempts at stabilization of standard
Czech through grammar guidebooks and rulebooks (especially that by J. Gebauer),
and finally the Prague Linguistic Circle which regarded the form of standard Czech
as one of the key topics.

Czech literary essays from this time illustrate this period of development and
also have an indisputable literary-aesthetic value. Although the genre is rather
narrowly focused, the options for their utilization for language analyses are
undoubtedly wider, since the language and stylistic means used by the authors
included in the corpus often exceed the genre of the literary essay. The language of
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these texts oscillates, reflecting the means of multiple functional styles: artistic,
scientific, journalistic, rhetorical (and partially colloquial); perhaps the only one not
involved is the administrative style. This wide range and certain typical tendency to
overstep the borders and blend individual functional styles are also confirmed by the
only fairly comprehensive anthology of Czech literary essays published in two
volumes ([1], [2]). Opelik structures the second volume of the anthology into
chapters covering program, portrait, poetological, reprimanding and reflexive essays
[2]. The delimitation of the essayist style, as a relatively autonomous unit within the
system of functional styles, was first attempted by Havranek in his commentary on
functional differentiation of language (1932), although he did not classify it among
the basic styles (cf. [3], [4]). Hausenblas [5] classified it as a complex style (in
contrast to simplex styles) and within present-day theory of functional styles, it is
classified as a secondary style, cf. [6]. When determining the style-based essence of
the essay, Jedlicka ([4], [7]) pointed out (a) its characteristic tendency to weakening
of terminological saturation of a text and (b) a significant proportion of the register
of highly formal and dynamic language means. Mistrik [8] defined the borderline
character of the literary essay in relation to the (i) scientific, (ii) journalistic and (iii)
artistic style. Literary essays are interesting even from the perspective of the lexical
means used: formal, expressive and even exclusive means, nonce words, figurative
expressions, etc. It was particularly the above-described linguistic character of
literary essays — its multifaceted and borderline nature, oscillation among multiple
functional styles and mutual blending of language means from various styles — that
encouraged us to create a corpus of Czech literary essays (hereinafter also CCE).

2 CHARACTERISTICS OF THE CORPUS

A corpus of this kind must necessarily include texts written by the founder of
Czech literary essays F. X. Salda, the “poet” of Czech essays Otokar Bfezina, as well
as philosophical essays by Ladislav Klima. The corpus incorporates almost 6
thousand pages of various types of texts (fictional, scientific, journalistic) from
various areas (music, visual arts, theatre, literature, etc.). In total, the corpus presently
contains 40 books of essays by 15 authors (i.e. on average two to three books for
every author) published between 1890—1937. The following authors are included in
the present version of CCE: Otokar Biezina, Josef Capek, Karel Capek, Jaroslav
Durych, Otakar Hostinsky, Jifi Karasek, Ladislav Klima, F. V. Krej¢i, Jiti Mahen,
Milo$ Marten, Vilém Mathesius, Arne Novak, Arnost Prochazka, H. G. Schauer and
F. X. Salda.

2.1 Data sources and data processing

The texts included in the corpus come from several sources. The most important
one is Digital Library Kramerius — a database of the National Library [9]. In
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addition, we also used Digital Library of the Moravian Library [10], complemented
with library loans and OCR conversion of texts into an electronic version. Along
with the selection of a particular author and text, the key parameters also included
a free license with respect to copyright — expired copyright protection (70+ years
from the author’s death) — and the version of a particular text: we used the first
edition.

For the processing of data, we used the help of students within specialized
seminars: each student processed a part of a particular book (ca. 100 pages). Source
texts were available in two versions: (1) a set of scanned images (jpg) — the original
of the book, and (2) a folder with texts after an automatic OCR conversion (txt).
There was a need to make a detailed and precise manual correction for every book
according to the original text, as the electronic version (ad 2) is available in
Kramerius and Digital Library databases in a non-revised version — i.e. including all
the errors resulting from the automatic conversion. The main editing principle was
fidelity to the original. When needed, the text was supplemented with a corrector’s
note describing a particular change to the text. There was a need, for example, to edit
words written in “spaced characters” (a common typographic practice of the
particular period), i.e. for the word “um € n i’ [ar t] (and similar cases elsewhere) it
was necessary to delete the spaces between the individual characters and write the
expression as “uméni” [art]. The whitespace is one of the segmentation characters in
corpus databases and without this editing change, the corpus manager would not
process these cases as a single lexical unit, but as a sequence of five individual
characters “u”, “m”, “¢”, “n”, “i”. Similarly, there was a need to delete word division
of the typographic layout of the book and pagination or add missing signs (typesetting
mistakes), for instance “p dstata” [e sence] was corrected to “podstata” [essence]
(with an inserted note indicating the missing “0” in the original).

In addition, a list of so-called anomaly expressions was purposefully created for
every text with regard to the differences between the present-day and contemporary
versions of orthography as well as due to the need for linguistic annotation of the
texts — for subsequent corrections of automatic annotation (lemmatization and
tagging).! The usage of this dictionary is wider, however, it allows for insight into
the contemporary specific lexicon or the unique lexicon of a particular author (words
such as srostlivost [a tendency to coalesce], zvasnively [impassioned], etc.) and may
serve as instrument for analyses of texts from the database. The most common
‘anomalies’ were related to the following phenomena:

«  the quantity of vocalic letters: system [‘system’, in Czech correctly “systém”],
primarni [ ‘primary’, in Czech correctly “primarni”]

! The accuracy or error rate of the annotation depends, among other things, on the tool dictionary.
Our comprehensive list of anomaly words that are not part of these annotation dictionaries, may therefore
be purposefully used for correction of errors of the automatic text annotation.
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- orthographic rules for words of foreign origin, especially Latin and Greek:

o vocalic digraphs (aether) [ ‘ether’]

o ending -ism (heroism) [‘heroism’]

o double consonant letters // (illuse) [ ‘illusion’], ¢ (marionetty) [ ‘marionettes’],
rr (korrelata) [ ‘correlates’ — plural noun], ss (associace) [“association’], mm
(summa) [‘sum’], ff (affirmujici) [‘affirmating’ — present participle], kk
(akkumulace) [‘accummulation]

o other phenomena: th (hypothesa) [ ‘hypothesis’], s/z (kausalita) [ ‘causality’],
ks instead of x (ekstase) [ ‘ecstasis’], k instead of ch (karakter) [ ‘character’],
qu instead of kv (quanta) [‘quantities’].

2.2 Tool for data mining
The main corpus manager for data mining is TXM (abbrev. Textometrie) [11].
This open-source tool was chosen for a number of reasons, for instance the following:

«  Unicode — XML & TEI compatible platform
»  helps to build various corpus configurations; provides a large spectrum of input
formats and rich data models?
«  has broad and complex options for qualitative-quantitative data mining
«  based on the efficient CQP full text search engine and its powerful CQL query
language
+  has enhanced functions uncommon in other corpus managers?:
o the R statistical environment [12]; provides quantitative analysis, based on
R packages (including the option for additional installation of any extension
package), e.g.:
= factorial correspondence analysis
= hierarchical cluster analysis
= specific patterns analysis (specificities)
o includes TIGERSearch query tool for syntactic data mining
o applies various NLP tools on the fly on texts before analysis (e.g. TreeTagger
for lemmatization and POS tagging)
o provides scripting facilities for repetitive or lengthy tasks automation or for
platform extension.

2.3 Corpus format and annotation
CCE was annotated using the open-source tool MorphoDiTa [13] which uses
a freely accessible Czech morphological dictionary MorfFlexCZ*. The texts were

2 For more information, see the documentation of the tool: http://textometrie.ens-lyon.fr/spip.
php?rubrique64.

3 We mean here standard non-commercial corpus managers such as NoSketch Engine, KonText,
Poligarp, etc.

* Available at: https://ufal.mff.cuni.cz/morfflex.
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lemmatized, morphologically tagged (the Czech 15-position tagset is used — see fin.
5) and processed into XML format. The corpus annotation is represented in XML
through its elements and attributes: directly with elements (as a structure s-attribute)
and/or with attributes of these elements (positional p-attribute). The basic XML
format would therefore look as follows (the root element text contains additional
metadata — author, title and year of publication of the text)®:

<?xml version="1.0" encoding="UTF-8"7?2>

<text author="Durych” title="Essaye” year="1931">
<s>

<w lemma="ohen” pos="N">Ohen</w>

<w lemma="lidstvo” pos="N">lidstva</w>

<w lemma="svitit” pos="V”>sviti</w>

<w lemma="dva” pos="C”>dvéma</w>

<w lemma="plamen” pos="N"”>plameny</w>

</s>
</text>

Explanatory note: elements text = root element; s= sentence; w= word;
attributes lemma and pos = part-of-speech.

The second most used corpus format is WPL (word per line) based on column
annotation. And if there is a need, the XML format can be converted to vertical
WPL-format and imported into the TXM tool using the function Import COP or
imported into other corpus managers based on the Manatee system (like (No)
SketchEngine and more).

This annotated format was further adjusted: we extracted some of the nominal
and verbal sub-categories in order to subsequently use them for corpus analysis.
Specifically, a complex tag (tag) was used to create separate attributes for the part
of speech (pos), gender (g), number (n), case (c), person (p), and tense (m).

Cf. examples below — (1) original annotation from the tool MorphoDiTa, and
(2) the final form of annotation following adjustments (a sample of Biezina’s essay
Tajemné v umeni [Mystery in Art]):

(1)

<s>

<w lemma="odpovéd” tag="NNFPl----- A----">0Odpovédi</w>
<w lemma="byt” tag="VB-P---3P-AA---">jsou</w>

<w lemma="vélny” tag="AAFPl----1A----">v&&né</w>
</s>

> Within the attribute pos the individual parts of speech are already referred to with their usual
abbreviations of the Czech tagset. For more information, see: https://ufal.mff.cuni.cz/pdt/Morphology
and_Tagging/Doc/hmptagqr.html.
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2

<s>

<w lemma="odpoveéd” pos="N”"” tag="NNFPl----- A-—--=" g="F" n="p"
c="1" p="-" m="-">0dpovédi</w>

<w lemma="byt” pos="V” tag="VB-P---3P-AA---" g="-" n="P" c="-"
p="3" m="P”>jsou</w>

<w lemma="veécny” pos="A” tag="AAFPl----1A----" g="F" n="P”
c="1" p="-" m="-">vééné</w>

</s>
3 ILLUSTRATIVE ANALYSIS USING THE TXM TOOL

Due to the limited extent of this paper, it is impossible to conduct a more
complex analysis, but we shall attempt to illustrate the usefulness of some of the
extended options of the TXM tool for corpus analysis of texts. We will move from
standard data mining, based on queries for concordances, frequency dictionaries,
collocations and other similar phenomena, to multidimensional text analysis.

We randomly selected several texts written by seven authors, particularly:

- Btezina — Hudba pramenii [Music of the Springs]

- Klima — Svét jako védomi a nic [World as Consciousness and Nothing]
- Capek K — Marsyas [Marsyas]

- Capek K — O uméni a kulture [On Art and Culture]

. Capek K — Kritika slov [A Critique of Language]

- Capek J — Kulhavy poutnik [The Lame Pilgrim]

«  Capek J — Nejskromnéjsi uméni [The Humblest Art]

«  Capek J — Co ma clovék z uméni [What Man Gets from Art]
+  Durych — Essaye [Essays]

« Mathesius — Kulturni aktivismus [Cultural Activism]

- Salda — Boje o zitiek [Battles for Tomorrow]

- Salda — Duse a dilo [Soul and Work]

The R tool implemented in TXM enables us to use two types of multidimensional
analysis: (1) cluster analysis, which produces dendrograms expressing similarities
or differences between the individual entities compared (text, author, genre, etc.),
and (2) factorial correspondence analysis.® Both these types of quantitative analysis
enable comparing the p-attributes, i.e. not only lexical items (word, 1emma), but also
grammatical categories (part of speech, gender, person, etc.). Apart from lexical
analysis, one of the morphological categories showing interesting results using the
data sample from CCE is e.g. the grammatical category of number (a tendency for

¢ For more detailed information about both types of analysis, see TXM Manual — ref. [14], pp.
107ff., and reference [15].
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usage of singular forms in the case of Salda, and a very strong tendency for utilization
of the plural in the case of Biezina). Concerning the parts of speech, an author that
differs more significantly from the others is Klima; the reason for the difference is,
however, very specific (see below).

3.1 Ad 1 - Analysis of clusters: Dendrograms
Fig. 1 presents the result of a cluster analysis regarding the main parts of speech
for the individual authors.
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Hierarchical clustering

0.004

[

inertia gain
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0.008
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]
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Klima
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CapekK “
Capek) 4‘

Durych

_
.
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Fig. 1. Dendrogram — the main parameter: part of speech (POS); data: corpus CCE; tool TXM

It is apparent that the biggest difference is that between Klima and other
authors, which is also confirmed by additional three-cluster sub-analyses with the
parameters lemma, word, pos, and tag (Table 1):
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parameter of analysis | cluster 1 cluster 2 cluster 3

lemma and word Klima Salda others

pos and tag Klima éapek brothers others

n (grammatical number) | Bfezina Mathesius, Salda, Durych | Klima, Capek brothers

Tab. 1. Three-cluster sub-analyses with parameters 1emma, word, pos, and tag; data: corpus
CCE; tool TXM

The reason for the difference in the texts written by Klima from the rest of the
authors is documented in the following correspondence analysis, which also shows
the reason for Brezina’s difference with regard to the grammatical number, which is
complemented with a visualization of the specificity score analysis.

3.2 Ad 2 - Factorial correspondence analysis

Using the p-attribute pos even for the subsequent correspondence analysis, we
can identify a rather specific reason for Klima’s difference: in fact, it is not a POS
category, but instead a difference in punctuation (see the tag Z for Klima):

CFA - authors /@pos =2 <443 551 /200
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-0,1 T Capek|
D
-0,2
-0,5 -0,4 -0,3 -0,2 =0,1 0,0 0,1 0,2 0,3 0,4 0,5 0,6
Axis 1 (56,71%)

Fig. 2. Factorial analysis — the main parameter: part of speech (pos); data: corpus CCE; tool
TXM

Klima’s manner of using punctuation marks is highly specific, as illustrated in
Fig. 3: m-dashes combined in various ways with a sequence of periods, a semi-
colon, or a colon (further combined with a period, a comma, a question mark, or an
exclamation mark).
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L. Klima: Svét jako védomi a nic; I. Vieobecné (1. vyd. 1904); odd. 24
24,

(— Ne_]lozunmej §i véak maxima pro tvory, ktefi mohou jednéni své védomé ridit. byla by: ,.Délej

Cakah"‘\ - Jest nanejys lhostejno, jak jednas, nejen pro svét, ale i pro tebef — _]lesr piedem jisto,

jak vse dopadnc — — Kazdy myvslenkovy atom slouci se pribéhem svér tovélio roku se viemi

1;115/‘9;7.&'0\‘1’::5{ arb'im" n"%mue se tak za dobu svétového roku tim, ¢im je svét v kazdém

momentu! — atom myélenkovy je v témze poméru k svétu, jako atom ¢asovy k svétovému roku.
¢ jD'lle z 1'fnrm’ mtellektualnosti svéta ndsleduje vilucnd realnost viech pomysleni, nasleduje,

e neni predstavy bez realniho divodu, pidni bez skuteéného objektuf ~e kazdé pomysieni jest
Jjen poukazem na skutecnost, kazdé prani na vyplnéni{ ‘ulr nele#i mimo Zelezny kruh vile v

tomto veskrze intellektualnim svété; mc neni irrealiiiho v tomto irrealnim svét .\Pone'\ adz

se véak kazdy myslenkovy atom sloudi se véemi ostatnimi, nasleduje, ze v Yechna prani a

pomysleni musi jednou dojit splnéni a uskutecnéni! Koneéne: Jako positiva a negativa abstracta
L.svet* rusi se kazdym okamzikem. tak rusi se positiva a negativa kazdé ¢asti kazdym svétovym
rokem: nebot’ kombinace jednoho atomu se vsemi, stejnym dilem positivnimi a negativninti, musi-_
byt rovnéz stejnym dilem positivni a negativni: nasleduje: svét je viibec bez lmduo/t\ — )
) 'seho _dosdhnes, a vée dosdhne Ieba. dele] co délej! Tva prace je zbyteéna, tva-lenost bez-
Vyznamu{ — \l'lk 1 tak dosdhnes \,sehu Vserhn(l tva nejsmelejsi piani se splni. vSechny tvé
116Jl]10211e351 ob'l\y se uskuteéni. v eechnv-ﬁ.e nejvzdusdnéjsi fantasie stanou se realnosti! Povzneses
se k nejvyssimu. klesnes k nejhlubsimu! Nemyslitelné stane se tvou myslenkou, a nemozné stane
se ti skute¢nosti...! Prozijes viechny metamorfosy. které jsi schopen si pledsta\ it, a millionkrat
vice téch, které jsou ti nepiedstavitelfiy! le co budes mit 7 tohete-v selxo1 — anceho' Viim
nestanes se ani $tastnéjsi. ani nestast {. ani v&tsi. ani men$si.. — \ sechntr tvé tsilné hledani
§tésti nerozmnoZi ho. viechno tvé odfikani nezmenii ho! Tvé obavy pred bolesti jsou nesmyslny:
trpis-li. raduj se. zes si toho zas uz kus odbyl: radujes-li se, vésti to pouze bolest, prresné tim vétsi,
¢im vetsi tva radost! Nanejvys lhostejno jest nejen, co €inis, ale 1 co se ti piihodi!: jednou musis si
vie odbyt! Tvé usili zlepsit tviij stav je sméiné, radost rovnéz! kazdé zlepieni zaplatis az do
posledniho haléfe zhorSenim, $tésti nestéstim, velkost malosu ale kazdé tvé $patno promeni se v
dobro. Nesmis v nic {thf(H._Z\.le nemusis-se. niceho obavai{. Az bude zdvratny kolobeh vseho u
konce, jaky bude xysledpk 24(#(1‘ . —Jm'\o by nic nebvio b1 1 m’o jéd‘ma cen vieho se zatim
v kolobshu-tem 20: zplvida... A pak Zathe tento pifserny sveét otitst se znu{“u Ja po vecnosti
véenogti... — — Kratce pied svou smuti snil Lichtenberg, Ze zavital do vesnicke kumv Mlady
jakys niuz jedl tami poléviu, obéas vyhazoval ji do vyse a lzici opét chytal. Jini muzové hréli tam v

: vedle nich pletla vysokd. lubena zena. Ji ptal se L., mozno-li zde co vyhrit? Na odpoved”

“tazal se pak mozno-li zde Qt}prohnt a dostal odpoved’: ,ni¢eho”. .To povazoval jsem
za dilszitou hru, — /]Jlﬁ\l ktomu L., — —: Auo za dllezitou povazujeme Zivotni hru, pii niz na
konec nemizeme ani ziratit ani ziskatl Zde je nejvnitingjdi frozné tajemsivi tohoto svéta(. “
fantomu: Vie snazi se a plahodi, touzi a dési se, doufa a zpu.fa jasa a naiika pro néco, co ﬂe_|e11
theoreticky jest* nicim, ale co i prakticky v nic se paraly: sfye )

Fig. 3. Original and specific punctuation of L. Klima; source: the book Svét jako védomi a nic
[The World as Consciousness and Nothing] (1904)

This multidimensional analysis enabled us to detect a highly interesting factor
of Klima’s punctuation (worthy of further analysis). It would be appropriate,
however, to consider even filtering out this category, which could result in higher
precision of the part-of-speech analysis.

A correspondence analysis of the grammatical number also reveals interesting
results, where a similar deviation of Otokar Biezina from other authors may be
observed in the Fig. 4.

A highly useful function that may explain the reason for this obvious difference
is the “specificity score” ([14], [16]), which could also be used as one of the
alternative approaches to the extraction of prominent text units (thematic expressions,
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keywords, etc.).” It belongs to the so-called adjusted frequencies which should reflect
the actual dispersion or prominence of language expressions or categories in texts,
i.e. express their importance rate in the form of hierarchical lists of frequency
distribution. TXM even enables a practical option of visualization of these factors,
which is helpful when interpreting the results (see Fig. 5).

CFA - authors/@n =2 <443 551 /200

Klima

0,05 Brezina
® Capek) CapekK
™~ 0,00
v Mathesius
~
~ _0,05 Salda
™~
-
é -0,10 Durych

-0,15

-0,20

-0,20 -0,15 -0,10 -0,05 000 0,05 0,00 015 020 025 030 035 040
Axis 1 (71,62%)

Fig. 4. Factorial analysis — the main parameter: grammatical number (n);
data: corpus CCE; tool TXM
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Brezina L
Capek! L}
CapekK 1
0
S
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2
<
Klima L
Mathesius
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Fig. 5. Specificity score — the main parameter: grammatical number (n);
data: corpus CCE; tool TXM

7 For more information about this quantitative index (including the mathematical formula for its
calculation), see TXM Manual [14], pp. 95ff., and reference [16].
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The graph clearly indicates a strong, obvious tendency for usage of the plural in
the case of Bfezina (collective plural). We can also observe a very slight tendency
for more frequent singular forms in the case of Salda (subjectivism).

We shall now complement the analysis and the usage of the specificity score
with the distribution of the autosemantic parts of speech for the individual authors
(we have even added pronouns, as it is an important category for literary texts).

specificity score — POS

-150 -100 50 0 50 100 150 200
|
Brezina ‘I
Capekl)
CapekK
g Durych b A
2 I
Klima :F
ARERARRRRARn
y |
Mathesius ‘m
Salda

Fig. 6. Specificity score — the main parameter: part of speech (pos); data: corpus CCE; tool TXM

Explanatory note: o = adjective, D = adverb, N = noun, P = pronoun, v =
verb.
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A visualization of the specificity index reveals the following tendencies in the
language of the compared authors:

+  The category of nouns is important especially in the case of Biezina, to a certain
extent also in the case of Durych and Salda (nominal form of expression, the
effort to name substances), in contrast to a rather significant deficit in utilization
of nouns in the case of Josef Capek, compared to the others.

«  Adjectives play an important role in the case of Salda, as well as Mathesius,
while a slight deficit is obvious with the Capek brothers and Durych.

- Pronouns are overused by Josef Capek, while Klima suppresses their utilization
in his texts.

«  Verbs are a dominant part of speech in the case of Karel Capek, while with
Salda we can see a rather surprising and significant deficit in verbs.

«  Adverbs are the most significant part of speech for Josef Capek, while the
opposite tendency may be identified in the case of Biezina, and to a certain
extent also with Durych and Salda.

Put simply, we may argue that nouns are the most important and most dominant
part of speech in Biezina’s texts, as with adjectives in the case of Salda and to
a lesser extent also Mathesius. Verbs, a dynamic part of speech, are used to the
largest extent by Karel Capek. In the texts of Josef Capek, there is a need to focus in
greater detail on the prevalence of adverbs, as well as on pronouns. Once again,
Klima is an interesting author: in his texts we can find a deficit in the utilization of
nouns and especially pronouns, compared to other authors.

This type of analysis may subsequently serve as background for additional,
more traditional, corpus explorations. The findings resulting from this probe enable
further analysis to be targeted and focused on more specific phenomena, and
especially on those that prove to be relevant or interesting in the texts we are dealing
with.

4 CONCLUSION

One of the main aims of the presented project was to establish a linguistically
annotated corpus database of Czech literary essays from the turn of the 1900s (we
expect that the database will gradually be expanded with new texts and authors). The
period from 1890 until the 1930s or 1940s was not chosen randomly: it is a period
when the literary essay was formed as a specific, autonomous, and valuable language
unit. In addition, the period saw discussions, polemics, and formation of the
orthographic form of Czech. This database may therefore serve as a convenient tool
for language analyses capturing this development and formation of one language and
literary unit.
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Abstract: This work-in-progress paper presents a specialized language corpus
UcebKo built from textbooks of Czech for foreigners. The corpus integrates three subcorpora
(UcebKo-A2, UcebKo-B1, and UcebKo-B2) which allow research of Czech as a second/
foreign language at chosen language levels (A2, B1, and B2). In this case, the research is
focused on word-formation, where the first results, i.e., mapping of derived words denoting
persons, illustrate the approach and methodology used.

Keywords: word-formation, derivational morphology, textbook corpus, Czech as
a second language, names of persons

1 INTRODUCTION

Most language corpora can be understood as extensive databases of parts of texts,
in which it is possible to search and sort individual text units (sentences, word
combinations, words, etc.) and observe them in their natural context ([1]). For most
linguistic research, it is more appropriate to work with the so-called annotated corpus,
where each corpus text unit (the so-called token) is provided with a lemma, the word
form itself, and morphological information in the form of tags (i.e., information about
the part of speech and its grammatical categories). In terms of general vs. specialized
(specific) lexicon we differentiate between two types of corpora — general and
specialized. General corpora are built for the sake of making generalizations (relating
to morphology, lexicology, etc.) about the language. Specialized language corpora (in
contrast to general corpora) always have a specifically defined purpose for which they
are built — there are many types of specialized corpora (e.g. [2]).

In the case of specialized corpora made up of textbooks, the so-called textbook
corpora (e.g., [3], [4]), the aim can be twofold — 1. to map the language
(metalanguage) of textbooks, i.e., the linguistic and/or pedagogical research is aimed
at all parts of the textbook or 2. to capture the vocabulary of the target group of
textbooks. We have aimed at point two, i.e., to build a textbook corpus that would
represent the Czech language of foreigners. A corpus like this can be understood as
a simplified natural language (specifically the Czech language), where the degree of
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simplification is determined by the language level (from A2 to B2). Corpus UcebKo
could work as a basis of any research of Czech as a second language. In our case, the
corpus works as a basis of word-formation research in which we want to map and
then obtain (the most common) affixes for language levels A2, B1, and B2 and
present them by using appropriate vocabulary.

2 MOTIVATION

Morphology plays a key role in the acquisition of Czech as a second language, as
in other languages with a richly developed morphology (more than 75% of the Czech
lexicon consist of derived words, see [5]). In addition to the inflectional morphology,
which is focused on creating different forms of one word (e.g., from the word otec
“father’ forms like ofcovi ‘to the father’, otcove ‘fathers’) and which the student —
a foreigner — encounters from the beginning, derivational morphology exists as
a separate part of word-formation. Derivational morphology deals with the formation
(or reproduction) of new words from already existing words (e.g. mluvit ‘to speak’ —
mluvci ‘speaker’). As both morphologies are closely related — thanks to the suffix from
which the word has been derived, it is possible 1. to identify the part of speech and 2.
to classify the word within its paradigm (e.g., cestovatel ‘traveller’ is derived by the
means of the suffix -fe/, i.e., it is a noun which is inflected according to the muz ‘man’
paradigm). Some of the word-formation rules in Czech are mostly well acquired (e.g.,
adverbialization of adjectives: krdasny ‘beautiful’ — krdsné ‘beautifully’), but most of
them cause problems due to 1. the polyfunctionality of most suffixes (e.g., the suffix
-ka with about 27 different meanings: a person (manzelka ‘wife’), an appliance
(susicka ‘a dryer’), a deminutive (dcerka ‘little daughter’) etc., 2. the irregular
morphological alternations (e.g., e/a: vejce ‘an egg’ — vajecny ‘made from eggs’, [6])
and due to 3. many options of how to name the facts around (e.g., in Czech there are
about 19 suffixes for naming a person according to the action which this person does).

There is no publication or textbook that systematically works with word-
formation, or the existing textbooks do not provide a complete view of the word-
formation system of Czech although their vocabulary could be many times more
extensive if the students-foreigners acquired the word-formation principles in Czech.

We assume the results of this corpus research could be useful as a basis for any
work with word-formation or for any word-formation project intended for students-
foreigners.

3 TEXTBOOK CORPUS UcebKo

3.1 Corpus characteristics and composition
The UcebKo corpus is a specialized language corpus created from nine
textbooks of Czech for foreigners including the keys thereto (that is, where the key
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was available). This type of corpus represents the vocabulary that should be acquired
by students-foreigners (contrary to the learner corpus which represents vocabulary
that has been already acquired by students-foreigners, including the acquired
mistakes). In general, UcebKo represents a sample of natural language (Czech)
which is simplified based on the certain language level (A2-B2). It is possible to
assume that textbooks capture rather the core of the lexicon than its periphery (which
must be taken into account for linguistic research).

UcebKo integrates three subcorpora:

1. UcebKo-A2 created from Czech textbooks for foreigners for level A2,
2. UcebKo-Bl1 created from Czech textbooks for foreigners for level B1,
3. UcebKo-B2 created from Czech textbooks for foreigners for level B2.

The designations according to the CEFR (see [7]) were used in all three corpora
mentioned, in accordance with the textbooks they have been derived from. Level Al
was intentionally omitted, because according to a search of the textbooks of Czech
for foreigners, they do not deal with word-forming phenomena at such alow
language level (an exception is just a single textbook).

Every subcorpus always consists of three textbooks (see Table 1). In general,
those authors who have written a textbook for more than one language level were
preferred.

UcebKo-A2 UcebKo-B1 UcebKo-B2
Ceshy krok za krokem I Cestina pro azylanty a cizince

‘Czech Step by Step 1’ ?'esky krok za krokem ? ‘ (B2)
Czech Step by Step 2 Czech for asylum seekers and
1 (from 13th chapter) . R
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ ) ) ... foreigners (B2)'
L. Hola (2016) L. Hola — Borilova, P. (2014) | A. Adamovicova et al. (2006)
Praha, Akropolis Praha, Akropolis Brno, SOZE
Cesky, prosim I1. Cesky, prosim I1I. . |
| Czechpleasens | Crechpleasemmns | o CFeRitURIB2
J. Cvejnova (2012) J. Cvejnova (2016) D. Hradilova (2020)
Praha, Karolinum Praha, Karolinum Olomouc, UPOL
C‘estma pro cizmee Alad2 Cestina pro cizince Bl *‘Czech| Cestina pro cizince B2 ‘Czech
Czech for foreigners Al for foreigners B1’ for foreigners B2’
3 | and A2 (from sthchapter) | 0 e e
M. B. Kestrankova et al. M. B. Kesttankova et al. M. B. Kestankova et al.
(2017) (2016) (2020)
Brno, Edika Brno, Edika Brno, Edika

Tab. 1. Composition of corpus

3.2 Corpus size

The UcebKo corpus spans 303,862 words and the size of each subcorpus is
different (see Table 2). The smallest is the UcebKo-B2 subcorpus and the largest is
the UcebKo-B1 subcorpus.
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UcebKo-A2 UcebKo-B1 UcebKo-B2
number of words 91,561 122,604 89,697
number of sentences 15,099 16,993 9,739
" average sentence | 6 words / sentence | 7 words / sentence | 9 words / sentence

Tab. 2. Size of the UcebKo corpus

The size of an average sentence (in terms of the number of words the sentence
consists of) differs for each level (see 3™ line in Table 2) — data have been found
thanks to statistical data of the corpus interface. An average sentence at the B2 level
is 9 words, which is quite a long sentence and, therefore, it can be assumed that
complex sentences will predominate.

3.3 Criteria for textbook selection
The textbooks from which the corpora are made up have been chosen according

to the six criteria that were set with regard to the purpose for which the corpora have

been built:

1. criterion determines the target group of textbook users — adults (because the
results of corpus research will be used in projects which are primarily intended
for adult students-foreigners),

2. criterion is the type of textbook should not be purely grammatical but should
be more conversational (because we want to capture as much of the natural
context of the derived words as possible, not the grammatical rules, etc.),

3. criterion is the recency of the textbook and it was decided not to incorporate
a textbook older than 15 years (because we want to work with the most recent
Czech lexicon),

4. criterion is the number of textbooks — three textbooks for each subcorpus.
This criterion was chosen due to impossibility to obtain more than three textbooks
for the B2 language level. Distinction between B1 and B2 allows word-formation
research according to language levels. Moreover, we presume the most frequent
words (the core of the lexicon) do not change with a larger corpus size (cf. same
as in general Czech corpora),

5. criterion is that each subcorpus consisted of textbooks from different authors
(because we assume, a corpus built from textbooks of more authors is more
objective than a corpus built from textbooks of only one author),

6. criterion is that the textbooks were actually used in practice, i.c., in teaching,
etc.

3.4 Access to corpus

The corpus is accessible at the website of Sketch Engine (https://ske.fi.muni.
cz/) only for verified users who have submitted a statement in which they undertake
to use the corpus just for research purposes and also to publish corpus parts with
only complete citations.
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4 BUILDING OF THE UcebKo CORPUS

4.1 The corpus-building process
The textbook corpus UcebKo was created in SketchEngine ([8]), a corpus

interface, thanks to which an already annotated corpus was created (Sect. 1). All

Czech corpora created in SketchEngine have been annotated by the morphological

analyzer Majka ([9]) and Desamb ([10]). The process of corpus building can be

described as the result of five steps:

e Obtaining the textbooks.

e Textbook scanning.

e OCR / Copy text: The textbooks were converted from their scanned form to
plain text using a program with the OCR function.

*  Cleaning text: In this step, it was necessary to 1. check the obtained text against
the original text from the textbooks and 2. set the criteria for what to keep in the
text and what to remove (more info in 4.2 Cleaning text).

e Creating corpus: The text document was uploaded to the corpus interface
which created the corpus automatically. This process takes between several
seconds and a maximum of several minutes, so this is why it is the easiest step
in the whole process of building a corpus.

4.2 Cleaning the text

First, it was necessary to check the obtained text against the original text in the
textbook, because different errors may have occurred during the scanning and/or OCR
phase. There were errors especially like bad text recognition due to a graphically
processed background on which the text was written or incorrectly recognized
diacritics over some words etc. After checking the texts, criteria were set by which it
was determined exactly what would be kept in the text and what would be removed
from the text. It was necessary to clarify the aim for which the corpus was being built
in order to determine the criteria for cleaning the text, i.e., to create a database of texts
which would represent simplified Czech corresponding to a certain language level.
Therefore, only whole sentences were kept in the text and the word combinations or
free-standing words were removed. Next, the language of mediation, inscribed
pronounciation, and grammar explanation was removed because it does not represent
natural language (natural context of words) and finally, the examples of poems were
removed because they do not usually reflect current lexicon.

5 WORD-FORMATION RESEARCH IN UcebKo

5.1 Aim of word-formation research

The aim of word-formation research is 1. to map the quantity of the words derived
from suffixes that denote the persons in the vocabulary of foreigners and 2. to capture the
suffixes (the so-called word-forming types) from which these words are derived at
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language levels A2, B1, and B2. It can be assumed that productive word-formation types
will occur across all language levels. However, the aim is to find out which word-
formation types are involved. The resulting data will provide a view on the Czech lexicon
from the word-formation perspective presented by concrete numbers.

5.2 Methodology of word-formation research

The described research could be understood as a process that consists of three
steps: 1. obtaining suffixes from books focused on Czech word-formation, 2.
searching for words derived from these suffixes in the corpus, 3. final (quantitative)
analysis of the found data.

The starting point of word-formation research was to obtain suffixes denoting
a person. The list of suffixes was obtained by searching dictionaries or grammar
specializing in Czech word-formation ([11] and [12]). Words containing the suffixes
were searched for in the corpus by two queries — first, by a query containing
morphological tags and then a query without morphological tags, where the string of
characters was searched for at the end (e.g., -tel). The second query was performed as
a check that takes into account the expected error rate of automatic natural language
processing. The error rate found is mainly based on the basic properties of natural
language, which is 1. the linguistic homonymy (e.g., the word m/uvci ‘speaker’ was
not found by tags specifying the noun), and the fact that 2. the word form is missing in
the dictionary of morphological analysis (see [13], [14]) (e.g., the word antitalent
‘dullard’ was not found by tags specifying the masculine animate noun).

After this corpus searching, all masculine animate nouns were searched and
analyzed by their endings. In this way, the suffixes -dl/ (e.g. profesional
‘professional’), -at (e.g., adresat ‘addressee’), -enn (e.g., vézen ‘prisoner’) were
found. The found suffixes were subsequently searched for in the largest dictionary of
affixes for Czech (see [15]), in which they were found.

5.3 Derived words denoting persons
A total of 13,486-word forms (1,564-lemmas) were found by using the
morphological tags for the masculine animate nouns. However, this number includes
1. a group of words which were incorrectly assigned as animate masculine (e.g.,
knedlik ‘dumpling’) and 2. words that do not denote persons (e.g., ptak ‘bird’) which
are necessary to remove for analysis. Also, proper individual names (first names,
e.g., Adam and surnames, e.g., Novotny) have been removed, because they do not, in
contrary to the rest of the words, denote persons according to certain circumstances
or characters. Thanks to manual analysis it was found:
. 643-lemmas (8,350-word forms) were found as words denotating persons,
. out of 643-lemmas, 78.5% (505-lemmas) of lemmas were derived from other
word(s),
. out of 505-lemmas, 91.9% (464-lemmas) of lemmas were derived from suffixes.
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It was necessary to separate the derived words from loanwords adapted into
Czech by suffixes. These loanwords (containing suffixes) constitute 14.8%
(95-lemmas) of a total of 643-lemmas. These words are also mentioned here because
they could be easily acquired by foreigners with a knowledge of word-formation
principles (suffixes).

The number of words denoting persons and the words derived from suffixes
differ in the individual subcorpora of UcebKo:
¢ UcebKo-A2: contains 263-lemmas denoting persons, of which 78.5% are

derived,

¢ UcebKo-B1: contains 401-lemmas denoting persons, of which 77.1% are
derived,

¢ UcebKo-B2: contains 409-lemmas denoting persons, of which 80.1% are
derived.

5.4 Identified suffixes with the meaning denoting a person

A total of 28 suffixes with the meaning denoting a person have been found in
the UcebKo corpus (see Table 3). Suffixes are sorted by their relative frequencies
([16]) because the work with absolute frequencies is not possible due to the
different size of each subcorpus. Most of these suffixes are represented in all three
textbook subcorpora, i.e., UcebKo-A2, UcebKo-B1 and UcebKo-B2 (see numbers
1-18 in Table 3). However, the number of suffixes found in the subcorpora is
different:

. in A2 21 suffixes were found,

. in B1 20 suffixes were found,

e and in B2 25 suffixes were found.

Some suffixes (marked by *) have been found with a word-formation function
(e.g., student ‘student’ <— studovat ‘to study’) and/or with a lexical function (e.g.,
pacient ‘ patient’ > lat. ‘pati€ns‘), it depends on the concrete words. Suffixes with
lexical function are part of loanwords and in this sense, the suffixes work as formal
instruments of adaptation into Czech. Loanwords are not (naturally) included in the
word-formation analysis presented in Table 3.

UcebKo | UcebKo-A2 | UcebKo-Bl | UcebKo-B2
suffix number of lemmas wgz (ﬂlnesn i%‘ﬁx (and their relative

1 e 68(7251.2) | 14(23372) | 22(2316.4) | 32 (2597.6)
2 Sonik 117 (4516.3) | 28 (1157.6) | 40 (1541.5) | 49 (1817.2)
3 | -ec (-ovec, -inec) | 79 (4436) | 18(1376.1) | 31 (1566.0) | 30 (1493.9)
4 = 27 (3847.8) | 7(1190.4) | 11(1386.5) | 9(1270.9)
5 “aF 29 (2305.8) | 7(709.9) | 14(1150.0) | 8 (445.9)
6 —ent* 14(2297.9) | 3(819.1) 6(709.6) | 5(769.2)
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UcebKo | UcebKo-A2 | UcebKo-B1 | UcebKo-B2
suffix number of lemmas ngel qtllll;l zl;lgﬁx (and their relative

7 -ista 49 (1936.3) 15 (600.6) 20 (856.4) | 14(479.3)
8 -ce 44 (1439.3) 10 (382.2) 18 (522.0) | 16 (535.1)
9 -ar 56 (1234.9) 10 (207.5) 20 (481.2) | 26 (546.2)
10 -dk 33 (1010.6) 6(207.5) 15 (424.1) | 12(379.0)
11 -an 35 (794.7) 9 (207.5) 14 (252.8) | 12(334.4)
12 -ik* 27 (702.7) 8 (196.5) 11 (261.0) 8(245.2)
13 -ér* 13 (616.3) 3(283.9) 5(187.5) 5(144.9)
14 | -or (-tor, -ator)* | 20 (330.2) 4 (54.6) 9(228.3) 7(312.1)
15 -ant 17 (288.9) 5(65.5) 5(89.7) 7(133.7)
16 -a* 10 (250.7) 2 (43.6) 5(73.4) 3(133.7)
17 -i7* 3(219.2) 1 (54.6) 1(97.8) 1 (66.8)
18 -ina (-otina) 4 (96.9) 1 (10.9) 1 (57.0) 2 (29.0)
19 -dac - - 3 (200.6)
20 -en - - 1(89.1)
21 -ar* - 2(16.3) 1 (44.5)
22 -al - 1(8.1) 1(22.2)
23 -oun - - 1(22.2)
24 -ita* 1(21.8) - -
25 -an* - - 1(11.1)
26 -och - - 1(11.1)
27 -ka 1(10.9) - -
28 -1 1(10.9) - -

Tab. 3. Suffixes for derivation of words denoting a person found in UcebKo

As it is possible to see (Table 3), the words denoting persons are most often
derived from the suffixes -tel (e.g., ucitel ‘teacher’), -ik/-nik (e.g., mladik ‘a young
man’, zdkaznik ‘customer’), -ec (e.g., cizinec ‘foreigner’) and -¢ (e.g., rodic¢ ‘parent’)
at language levels A2—B2, and moreover, the suffix -te/ was found to be the most
frequent. It must be said that these suffixes, which occur across all subcorpora, play
a key role in Czech language acquisition because students-foreigners are confronted
with them almost all the time when learning Czech (from A2 to B2).

6 CONCLUSION AND FUTURE WORK

The submitted paper has presented a process of building a textbook corpus
called UcebKo, which has been built with the purpose of having language material
for word-formation research in Czech as a second language. The corpus UcebKo
integrates three subcorpora (UcebKo-A2, UcebKo-B1, and UcebKo-B2) which
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allow conducting a separate research of the Czech vocabulary of foreigners at
language levels A2, B1, and B2. The described research was focused on the mapping
of suffixes from which words denoting names for persons are derived.

The process of building the corpus was described as a five-step process: 1. to obtain
textbooks, 2. to scan them, 3. to do an OCR to get the text alone, 4. to clean the text and
5. to create the corpus in the corpus interface of SketchEngine. The cleaning of the text
was found to be the most arduous phase of the corpus building. In this phase, it was
necessary to decide what to remove (structures without sentence form, the mediation
language, the written pronunciation, the examples of poems, and grammar explanations)
and what to keep (only the sentence structures that are not grammatical in nature only).

The suffixes from which the words denoting persons are derived at language
levels A2, B1, and B2 have been found and presented in the form of lists. Eighteen
suffixes have been found at all researched language levels: -a, -dak, -an, -ant, -ar, -ar,
-ce, -C, -Cl, -ec, -ent, -ér, -ian, -ik, -ik, -ina, -iv, -ista, -or (-tor/-ator), -tel. Moreover, it
was found that most often persons are named by the suffixes -tel, -ik/-nik, -ec, and -¢.
The data could be compared with data from general corpora in the future (but it will be
undertaken as individual research due to the large polyfunctionality of the suffixes).

The next research will be focused on describing the meanings of the found
derivatives by their semantic features. The result will be presented in lists intended
for language levels A2, B1, and B2. Derived words processed in this way could be
useful in the field of didactics of Czech as a foreign language — for lecturers of Czech
(for creating word-formation exercises) and for students-foreigners (such as
knowledge of how to name a person in concrete circumstances).
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Abstract: This paper focuses on a linguistic image of mother in German languages. It
seeks to grasp it through a typical context of the German word Mutter ‘mother’. The research
is based on results of distributional and thematic analyses of these words. These analyses
are used as a base for reconstructing prototypical characteristics of “mother” and the related
concepts used by speakers of German. The paper develops these findings into compiling the
most frequent collocations and other (mostly contextual) information gathered by the use of
corpus tools. The paper concludes with an outline of unconscious axiological processes used
in evaluating the image of mother on the good/bad axis.
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1 THE CONTENT OF THE WORD MOTHER

A wide range of connotations and associations of the studied word proves that it
is a complex, emotionally varied notion. Its complexness is determined by the fact
that this concept has biological (genetic, physiological), psychological, emotional,
moral- ethical and social parameters that have been gradually mirrored — as modern
linguistics progressed — in ever expanding definitions and descriptions of words. As
part of the structuralist explanation it was the biological, or genealogical, basis of the
word defined as a direct female ancestor from the previous generation [1].

For Lakoff [2], the meaning of this word is more complex than what can be
expressed on abasis of necessary and sufficient conditions applied by the
Structuralists. In his works, this author ([2], [3]) describes its meaning as a category
whose central model is characterised by certain sub-models:

(1) the model of birth: the mother gives birth to a child;

(2) the genetic model: the mother is woman from whom her child gets one half of
its genes;

(3) the model of upbringing and care: the mother is a person who brings up a child
and takes care of it;
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(4) the model of marriage: the mother is the wife of the child’s father;
(5) the genealogical model: the mother is the closest female ancestor of a child.

The author ([2], [3]) is aware of the fact that not all above-mentioned models
are in all cases represented by the same person. The expressions such as genetic
mother, surrogate mother, stepmother, adoptive mother etc. are used for such cases.
He emphasises that the cases when all models can be applied are ideal and
prototypical whereas he calls the variants such as genetic mother, surrogate mother,
stepmother, and adoptive mother segments of the prototype.

According to Kiefer [4], the above-mentioned expressions prove that the
meaning of the word mother covers exclusively the case of a child-bearer; this can
change only with the context, including the above-mentioned combinations with
attributes such as step-, surrogate etc. According to this author, the meaning of the
word mother can be determined on the basis of necessary and sufficient conditions
but we must distinguish between the semantics of the word and its use; however, the
prototype theory does not take this into account.

Anna Wierzbicka [5], the founder of the natural semantic metalanguage,
likewise acknowledges that it is a complex notion but she has nevertheless harshly
criticised Lakoff’s claim that the notion of mother is psychologically and cognitively
so complex that necessary and sufficient conditions of structural semantics are not
satisfactory for the description of its meaning. In the definition of the word mother
(X is the mother of Y), Wierzbicka distinguishes between:

—  the biological level of the meaning where we must, according to her, take into
account the real state of affairs [5]:
“(a) at one time, before now, X was very small
(b) at that time, Y was inside X
(c) at that time, Y was like a part of X [5, p. 155]:

—  the psychological-social level of the meaning that is linked to certain expectations
by the society [5]:
“(b) because of, people can something like this about X: ‘X wants to do good
things for Y
X doesn t want bad things to happen to Y’ [5, p. 155].

Orgonova and Bohunicka [6] point out two divergent linguistic approaches to
defining meanings of words. On one hand, it is the structural-semantic approach that
operates with necessary and sufficient conditions of the meaning. Following this
approach, these authors define the meaning of the word mother as “a woman who
has (at least one) child”, or “a woman who gave birth to a child / passed on genetic
material / has a child” [6, p. 35]. On the other hand is the ethno-linguistic approach

644



which, based on entrenched stereotypes, associations, connotations, and figures of
speech such as collocations or idioms, sees the most important component of the
meaning of the word mother to be “a woman who brings up a child” [6, p. 35].

Another Slovak author dealing with conceptualisation of the notion of mother
was Kmecova [7], who studied it as part of her research focusing on the linguistic
image of a woman in the Slovak and Slovenian languages. This author gathered and
thematically compiled idioms and non-idiomatic figures of speech based on various
physiological, psychological, and social changes in various phases of a woman’s
life, out of which pregnancy, childbirth, and a relationship with her child are linked
to the concept of mother. Furthermore, she has studied equivalence and motivation
for creating idioms. She also uses linguistic, historic, social sciences, and
ethnographic impulses for uncovering converging and varied ways of perceiving the
idiomatic image of the woman and mother in the Slovak and Slovenian languages.
The author categorised the collected phrasemes and non-idiomatic expressions
related to motherhood into the following topical groups:

“(a) biological-physiological preconditions for motherhood;
(b) the physical and mental condition of a woman during pregnancy,
(c) the social status of a child-bearer, labour and its process;
(d) allusions to the process of lactation and breast-feeding;
(e) the relationship between the mother (stepmother) and a child,;
(f) the social status of an out-of-wedlock child” [7, p. 62].

The results of a corpus and discourse analyzes from Cerna and Cech [8] focused
on motherhood provide a significant stimulus for the content analysis of the concept.
Research of the lemma “motherhood” through corpus tools and methods like
T-scores and CARDS has shown that “the chief discourse-of-motherhood categories
were: surrogate motherhood, relationship between motherhood and career, delight
from motherhood, family relationships, financial and time aspects of motherhood,
changes due to motherhood, and active motherhood” [8, p. 252]. The biological,
social, economic and legal problems of the career-motherhood relationship have
proved to be topical.

Banczerowski, a Polish hungarologist, uses specific approach ([9], [10], [11]).
He describes the notion of mother — using the terminology of Langacker’s cognitive
semantics [12] — as a multidimensional cognitive domain consisting of several
profiles. Langacker [13] perceives the meaning as a matrix of cognitive domains.
The profile and the base of the meaning can be separated in semantic structures by
the opposition of a figure and a background through which the sense of a given word
is profiled in the language use. According to Langacker, the cognitive domain
represents a limited area of a given unit’s use. According to Langacker [14], there is
no final, exhaustive list of domains; what domain we work with depends on our
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particular goal. Bancerowski’s ([9], [11]) cognitive domain can be either a simple or
a complex, experience-based notion containing all related knowledge and experience.
According to him, each phrase evokes one or more cognitive domains. The profile is
the result of profiling where the attention is focused on a concrete element of
a particular cognitive base consisting of one or several cognitive profiles whereby
this element is accentuated. After studying materials from lexicons, corpuses,
religious texts and surveys ([9], [11]), he defines four main domains of the notion of
mother: family, value, time and sacrum, assigning them individual phrases.

Bartminski ([15], [16]) operates with a more detailed classification and attempts
to reconstruct general concepts of a good mother through idioms, corpus research,
research of folk songs, and surveys. He distinguishes biological, social, psychosocial,
psychological, practical, and ethical aspects of the notion of mother. From the
biological point of view, it is important that the mother gives birth to one or more
children, she breastfeeds her child after the childbirth and the child inherits some of her
features. Childcare dominates in the social area. This aspect also covers the mother’s
position in her family. Upbringing becomes prominent because the mother teaches her
children and, when needed, punishes them (or beats them as part of punishment).
According to Bartminski, the mother gives advice to her children, teaches her daughter
how to work etc. Obedience and gratitude are expected of children. The psychosocial
aspect covers tenderness, warmth, and good heart of a mother who loves her children
unconditionally. This aspect creates the space for children’s love of their mother.
According to this author, the psychological aspect of mother includes other internal
characteristics such as sensitivity, understanding, wisdom, and strictness. The practical
aspect covers usual roles of amother who runs ahousehold, gives orders, is
overworked, is the only and irreplaceable person for her children and knows her child
in every situation. As we can see, the understanding of the concept of mother has been
widely affected by individual linguistic and later transdisciplinary tendencies. Through
development of linguistic interpretation, progressed from a strictly structuralistic view
to cognitive, psychological, and ethnographic approaches, as well as trough stimuli
from the field of corpus and discourse analysis, we approached the complexity of the
semantics of the word linked to stereotypes and associations in the mental lexicon of
users of the particular language. In the next section of the paper, we will seek to capture
potential mental processes used in evaluating the image of mother, based on linguistic
contexts where the corresponding word is used.

2  THEMATIC AND AXIOLOGICAL ANALYSIS

2.1 Contextual distribution as a basis of axiological interpretation of the word
Mutter ‘mother’
The linguistic image of mother is determined by extralinguistic reality, cultural
customs, psychosocial relationships, and expectations based upon them. However, it
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is an interdisciplinary question where psychological approaches are particularly
significant. In addition to the semantic, distributional, context, and thematic analysis,
we have integrated into our research also psychological terms figure, background
and profile, originating in the Gestalt psychology, which are used also by cognitive
linguists to explain semantic issues. These are terms that Banczerowski ([9], [10])
uses to describe the concept of mother. However, we will seek to use these terms to
describe an axiological process that participants in communication activate in the
general use of language. We understand the figure as a lexical meaning of a unit in
a collocation. In this case, we perceive the background in connection with an
evaluation parameter used as part of the axiological process while using a unit with
an evaluation component. At the same time, we develop a scheme according to
which “the evaluation subject applies an axiological function whose field of
arguments is exhausted by a class with a single element designated as an evaluation
parameter, and the field of values is exhausted by the class of evaluation concepts”
[17, p. 42]. With words oriented at the meaning of the axiological function (talented,
genius, diligent, lazy, cowardly...) the point is that the axiological function assigns
an implied component “good” or “bad” [17, p. 43] to the corresponding category
(without referring to the value of appearance). By using collocates of the word
Mutter ‘mother’ to describe the axiological process, we will seek to submit the
evaluation parameter to a finer analysis and link it to the pair of terms profile —
background. The profile is linked to the linguistic and extralinguistic implicates
which are activated when one uses a lexical unit (and may initiate a positive or
negative evaluation response), so they profile the meaning of a given unit. In that
case, contextual dependency is characteristic of the profile: what kind of response
the stimulus elicits depends on the context or on the information in the background.
In this context, we can point out to extensive research of the context effect in the
fields of cognitive psychology and marketing which develop analogical assumptions
in that particular field and corroborate them with concrete proofs ([18], [19], [20],
[21]). When using the word Mutter ‘mother’, the evaluation parameter, to which the
axiological function assigns the evaluation concept, depends on the linguistic and
extralinguistic context (circumstances of a situation, cultural particularities,
individual abilities, and previous experience of the language user etc.). We say that
the set of contextual circumstances profiles the meaning of this word (represents its
profile) and as part of this profiling it identifies, among others, the evaluation
parameter of the axiological function. Because of the binary nature of the opposition
figure — background, we propose the following analytical scheme: the argument of
the axiological function (the evaluation parameter) is an ordered pair of the figure
(a lexical meaning of alexeme) and the background (the context of evaluation)
whereby the evaluation function assigns an evaluation concept to the above-
mentioned ordered pair. The field of values of an evaluation function as such can
thus be perceived as a Cartesian product of the set of lexical meanings and contexts;
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the set of all ordered pairs where the first component is an element of the set of
lexical meanings of units evoking axiological notions and the second component
originates in the set of contexts in which these words are used and in relation to
which it is necessary to relativize the application of the evaluation function. When
we look at the second component of the argument more closely, we can divide it into
n-ths of various types of contexts (the situation context including the way of
expressing a certain characteristic, a cultural context including rules of behaviour in
a particular society etc.).

2.2 Thematic analysis

As a background for the thematic analysis of collocations with the base word
mother, we have used a complete collocation profile [22] created on the basis of
corpus tools ([23], [24]), which contains system and text collocations (compare [25],
[26], [27]). In order to define the image of mother more closely in a particular case,
we need to know the context. After examining individual context appearances of
collocations in the corpus by using the Sketch Engine tool (see examples), we have
come to the following thematic subgroups linked to mothers or motherhood in
execution of contexts. Following up on the previous study [28], we provide examples
of individual thematic subgroups from the above-mentioned collocation profile,
using Duréo’s collocation matrix [29] based on the morphological principle (M.
stays for Mutter, m. stays for mother):

I. Body characteristics and their implications:

a) age

Adjective + Noun: alte M. ‘old m.’, betagte M. ‘elderly m.’, junge M. ‘young m.’,
minderjdihrige M. ‘minor m.’

b) health condition:

Adjective + Noun: alkoholkranke M. ‘alcoholic m.’, (HIV/...) - infizierte M. ‘HIV
infected m.’, kranke M. ‘ill m.’, schwerkranke M. ‘severely ill m.’, pflegebediirftige
M. ‘m. requiring care’

Noun + Verb: M. erlitt etw. (Schock/Nervenzusammenbruch/Trauma/...) ‘m. suffered
from sth. (shock/nervous breakdown/trauma...)’

II. Motherhood:

a) stages of motherhood:

Adjective + Noun: frischgebackene M. ‘fresh m.”, werdende M. ‘future m.’,
potenzielle M. ‘potential m.”; M. bei der Geburt ‘m. in labour’

Noun + Verb: M. werden ‘to become a m.’
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b) activities:

Adjective + Noun: einkaufende M. ‘shopping m.’, stillende M. ‘breastfeeding m.’
Noun + Verb: M. rettete ihr Kind ‘m. saved her child’, M. stillt ihr Baby/ihr Kind
‘m. breastfeeds her child’, M. trdgt ihr Kind auf dem Arm ‘m. carries her child in
arms’, M. vernachléssigt ihr Kind ‘m. neglects her child’

¢) experience linked to motherhood:

Adjective + Noun: erfahrene M. ‘experienced m.’, frischgebackene M. ‘new m.’,
kinderreiche M. ‘m. with many children’, mehrfache M. ‘multiple m.’, x-fache M.
X- times m.’

II1. Mother in relationships:

a) the relationship between the mother and her child:

a. 1) the biological relationship between the mother and her child:

Adjective + Noun: biologische M. ‘biological m.’, eigene M. ‘own m.’, leibliche M.
‘own, biological m.’

a. 2) emotional relationship between the mother and her child:

Adjective + Noun: liebende M. ‘loving m.’, geliebte M. ‘beloved m.’

Adjective + Verb: M. liebt ihre Kinder ‘m. loves her children’

b) legal relationships:

b. 1) family law relationships:
Adjective + Noun: ledige M. ‘single m.’, geschiedene M. ‘divorced m.’, verheiratete
M. ‘married m.’, unverheiratete M. ‘unmarried m.’, verwitwete M. ‘widowed m.’

b. 2) criminal law and similar relationships:

Adjective + Noun: angeklagte M. ‘accused m.’, getotete M. ‘killed/murdered m.’,
verschwundene M. ‘missing m.’

Noun + Verb: M. ftotete ihr Kind/ihren Sohn/ihre Tochter/ihr Baby ‘m. killed her
child/son/daughter/new-born baby), M. klagt jdn. an ‘m. accuses someone’

b. 3) socioeconomic status, labour law relationships, profession:

Adjective + Noun: erwerbstdtige M. ‘working m.’, nicht berufstdtige M. “unemployed
m.’, nicht erwerbstdtige M. - unemployed m.’, notleidende M. ‘needy m.’,
teilzeitbeschdftigte M. ‘m. in part-time employment’

Noun + Verb: M. braucht Hilfe ‘m. needs help’, M. arbeitet ‘m. works’

IV. Personality of mother:

a) character:

Adjective + Noun: aggressive M. ‘aggressive m.’, dominante M. ‘dominant m.’,
gefiihllose M. ‘emotionless m.’, fleiffige M. ‘diligent m.’, liebe M. ‘kind m.’,
liebevolle M. ‘loving m.’, nachsichtige M. ‘tolerant m.’
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b) feeling, emotions, mental state:
Adjective + Noun.: geschockte M. ‘shocked m.’, gestresste M. ‘stressed m.’,
gliickliche M. ‘happy m.’, verzweifelte M. ‘desperate m.’

¢) behaviour, methods and models of upbringing:

Adjective + noun: aggressive M. ‘aggressive m.’, dominante M. ‘dominant m.’,
fiirsorgliche M. ‘caring m.’, interessierte M. ‘interested m.’, schimpfende M.
‘swearing m.’, rauchende M. ‘smoking m.’

d) the identity of mother:

Adjective + Noun: deutsche M. ‘German m.’, gute M. ‘good m.’, moderne M.
‘modern m.’, schlechte M. ‘bad m.’

Noun + Verb: meine M. kommt aus ... ‘my m. comes from...’

2.3 Process of the collocation base word profiling in context

When we study the appearance of individual collocations in the context, we
can pay attention to the process of profiling. We perceive the thematic characteristic
(see the previous part) in connection with the contextual information; its
identification is linked to the knowledge of appearance of a given collocation in
the contexts. The thematic circle of the collocation can be perceived as a domain
and the collocation itself as a figure. When the collocation such as an aggressive
mother appears in a different domain, a different image is profiled. This fact is
evident in multivalent attributes (aggressive mother, dominant mother; the
psychological or behavioural characteristic in relation to a child or in general). The
profiling is contextually dependent; as an outcome, on the basis of contextually
conditioned thematic characteristics, we can demonstrate that by spotlighting the
figure through the prism of atype of theme, we identify different evaluation
parameters to which the axiological function assigns different evaluation notions.
The thematic characteristic — as a contextually conditioned parameter — thus
participates in profiling the meaning of the given unit and also in the nature and
the outcome of the process of evaluation, e.g., the evaluating subject can in one
case evaluate the dominant mother as complying with the evaluation standard, i.
e., good, and in another case it can be the opposite. Again, we can point to the
significance of the theory of context effect.

When we change the domain, we get a different profile of the figure, e.g., the
meaning of collocations such as Hausfrau und Mutter ‘housewife and mother’,
Ehefrau und Mutter ‘wife and mother’, Frau und Mutter ‘woman and mother’,
Mutter und Lehrerin ‘mother and teacher’ profiles differently depending on the
chosen domain. When we project these figures onto backgrounds such as
“socioeconomic status, profession” and “social-family relationships”, we get
different profiles. Depending on the context, it can be the same person who fulfils
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various roles in her life, e.g., mother and teacher. In this case, it can also be
a positive or negative evaluation of that person because the word teacher can be
interpreted on the background of a nice, patient, and creative person who likes
children and can lead and motivate them thanks to a well-chosen way of
communication but on the background of a strict and authoritative person, it can
lead to negative expectations. Another option is that they are two different persons
who are the subjects of the same sentence. In this case, they are often participants
in a conflict. Collocations such as liebe Mutter ‘dear mother’, liebevolle Mutter
‘loving mother’, nachsichtige Mutter ‘tolerant mother’, aggressive Mutter
‘aggressive mother’, schimpfende Mutter ‘swearing mother’ can be interpreted on
the background of themes of behaviour and habits; mental states and internal
characteristics of the mother, or a relationship between the mother and the child.
Depending on the chosen domain, the speaker automatically operates with specific,
empirically sound psychological, social and other expectations, stereotypes and
implications of meanings that determine his evaluation of the profiled entity. As
a consequence, the result on the good-bad axis is strongly affected by extralinguistic
factors including beliefs and experience of the language user. In this context we
can remind ourselves of Miko’s earlier conclusions about anchoring of a language
expression in the extralinguistic context and involvement of an experience-related
complex in the process of its specification [30, p. 14.], however, they were not
formulated in relation to the process of interpretation but production. Such
perspective opens a wide range for interdisciplinary research dominated by
psychological' and pragmatic approaches.

‘ 1%tbackground

2" background

3 background

. 15 profile 2 profile 3 profile

Fig. 1. Simplified profiling of a figure on the basis of various backgrounds

! For pragmatic aspects of collocations in spoken communication, see [31].
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negative connotations

Fig. 2. Simplified scheme of evaluation standard and connotations

Collective experience, as written about by Kmecova [7, p. 70], plays an
important role as part of understanding the linguistic image of evaluation. The
evaluation standards in the sense of standardised evaluation parameters, and the
stereotypical attribution of values on a given value scale, “are in a certain sense
collectively conventionalised mental representations of attributes, which are in the
base of the evaluation of the entities, as well as stereotypical attribution of values on
the basis of these attributes” [32, p. 11].

Love, care, and proper upbringing are important concepts in the research of
Rakhimova, Mukhamadiarova and Tarasova [33], who analysed German proverbs
describing the family and concluded that “the relationship between mother and child
is characterized, in the first place, by the indispensability of maternal love and care.
... Proverbs emphasis that the main task of parents is to educate children properly
and prepare them for adulthood” [33, p. 1054]. These factors seem to form the basis
of the mother’s assessment standard in German language culture. Based on how the
mother performs her tasks as defined above, it is decided whether she is a good
mother or a bad one. Thus love, care, and proper upbringing can be considered the
basis of axiological Qualia in the sense as Hanks [34] writes.
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3 CONCLUSION

Just as with other polysemantic lexical units, the meaning of the German word
Mutter ‘mother’ is specified by the context in which it appears. As a lot of research
by earlier scholars showed, substantive denominations of “mother” are connected
with the notion that is — from the point of view of cognitive linguistics — characterised
by ahigh degree of complexity. This has been proved also by results of the
distribution and thematic analyses of these words on the basis of corpus material.
Processing of contextual information (collocations and wider contextual data) allows
us to reconstruct prototypical characteristics of “mother” and the related concepts of
German speakers. In the subsequent analysis focused on the axiological aspects of
the notion of mother, employment of psychological terms figure, background, and
profile as well as the theoretical bases linked with the theory of context effect has
proved to be beneficial. (Further research may in the future relate to the relationships
of the mentioned concept with the phenomena of semantic prosody and semantic
preference (for example [35], [36]). The submitted proposal is that the argument of
the axiological function (the evaluation parameter) is an ordered pair of the figure (a
lexical meaning of alexeme) and the background (the context of evaluation),
whereby the evaluation function assigns an evaluation concept to the above-
mentioned ordered pair. Similarly, the thematic characteristic of words Mutter
‘mother’, derived from the thematic analysis of corresponding contexts, participates
in profiling the meaning of the given unit and thus also in the nature and result of the
evaluation process. The application of this process onto the context of words Mutter
‘mother’ recorded in the corpus material allows us to outline the unconscious
axiological processes in evaluating the image of mother by German speakers.
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Abstract: The paper focuses on dynamics of changes of several linguistic and text
properties in diachronic development of Czech. Specifically, we analyze the proportion
of identical word-forms (types), the average type length, text length, the proportion of
hapax legomena, the moving average type-token ratio, and entropy. For the analysis, seven
translations of the Gospel of Matthew from the 14 to the 21* century were used. The study
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1 INTRODUCTION

Language is a phenomenon undergoing continuous changes. It is well known
that there are periods of more intense changes as well as periods of a relative stability
of the language system. Further, in particular linguistic planes, one can find
differences in the dynamics of changes. For instance, diachronic development of
a lexical plane seems to be more or less a continual process, where more dramatic
changes, if they appear at all, are usually caused by extra-linguistic factors (such as
the National Revival in the 19" century in Czech). On the other hand, in diachronic
development of both phonological and morphological planes, we can observe
periods of very intense changes followed by periods in which these properties of
language remain almost constant.

Up to now, historical linguistics has brought plenty of analyses describing and
explaining the development of phonological, grammatical, and lexical properties of
language. Following this direction of linguistic research, in this study, we focus on
the historical development of some lexical properties and text characteristics which,
so far, have not been in the center of attention of historical linguists, at least for
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Czech. Our aim is to observe, compare, and explain the dynamics of changes in
these properties. For the analysis, we use seven different translations of a single text,
namely, of the Gospel of Matthew, which were published from the 14" to the 21
century. This approach allows us to control to a certain extent the impact of factors,
such as genre, topic, authorship etc. on the observed phenomena. If we use texts of
the same genre, topic etc. (in our case different variants of a single text), we know
that potential differences in results are not caused by these factors. For instance, it is
well known that the average word length varies, depending on the genre and topic.
So, if we want to observe potential changes in word length during historical
development of a language, it is difficult to find samples of texts which share the
same characteristics in particular periods. Thus, the choice of different variants of
a single text seems to be one of acceptable approaches, although of course not the
ideal one, cf. [1].

As we mentioned above, dynamics of different language (or text) properties
varies. For illustration, let us start with a comparison of the verse 2.1 from the oldest
(1) and the youngest (2) Czech translation of the gospel.

(1) Protoz kdyz sé jest urodil Jezis v Bethlémi Zidovském za dnov krdle Heroda,
tehdy mudraci ode vzchoda sluncé prisli su do Jeruzaléma.
(Bible of Dresden, 1370s)

(2) Kdyz se Jezis narodil v judském Betlémé za dnii krdle Heroda, hle, magové od
vychodu prisli do Jeruzaléma.
(Czech Study Translation, 2009)

‘Now when Jesus was born in Bethlehem of Judaea in the days of Herod the
king, behold, there came wise men from the east to Jerusalem.’!

At first sight, differences are evident. First, the length of the verse (measured in
the number of tokens) differs — 22 tokens in (1) versus 18 tokens in (2). Second, the
words that occur in both texts but differ in their form (e.g., urodil — narodil ‘was
born’) are highlighted in bold. Third, there are only nine identical word forms which
appear in both (1) and (2), namely: kdyz ‘when’, Jezis ‘Jesus’, v ‘in’, za ‘during’,
krale ‘king’, Heroda ‘Herod’, prisli ‘came’, do ‘into’, Jeruzaléma ‘Jerusalem’.
However, there are some properties of language and text which are not so “visible”
at first glance, for instance, word length or lexical diversity. Again, for illustration,
the average type length in (1) is 4.72 characters, while in (2) it is 5 characters. As for
lexical diversity (or vocabulary richness), if we compare the type-token ratio (77R)
of the second chapter of the gospel in the oldest and youngest (2) Czech translation,

! This is the modern translation of the excerpt, taken from [2].
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we get the values of 0.542 and 0.591, respectively. These differences seem to be
rather small, especially if one compares them with the number of lexical or word-
form changes (see above). So, the question is, whether they follow the variability we
observed above or whether they represent more stable properties.

In this study, we start with a comparison of the vocabulary of particular text
variants where the differences are most obvious. Then, we focus on both word
characteristics (length of word types) and some properties of text (text length and
several measures of lexical diversity). As for the analysis of word-type length, our
goal is to find out if the relatively high number of phonological, morphological,
and lexical changes which have taken place in Czech since the 14" century is
followed by changes of this word property. If so, our aim is to observe its dynamics
and to compare it with the dynamics of changes in vocabulary. Text characteristics
(as opposed to characteristics of language) and their potential changes can be seen
from a somewhat broader perspective. They can be explained as aresult of
a combination of changes in the language system as well as of different translation
techniques.

2 LANGUAGE MATERIAL AND METHODOLOGY

For the analysis, we use translations of the Gospel of Mathew from the 14" to
the 21% century which were part of

*  Bible drazd’anska (BiblDrazd’), Bible of Dresden (the 70s of the 14" century),
*  Bible olomoucka (BiblOl), Bible of Olomouc (1417),

*  Bible Melantrichova (BilMel), Melantrich’s Bible (1570),

*  Bible kralicka (BiblKral), Bible of Kralice (1596),

*  Bible svatovaclavska (BiblSvat), Bible of St. Wenceslas (1677),

*  Novy zakon (BiblSyk), New Testament (1909),

«  Cesky studijni pieklad Bible (CSP — Bible), Czech Study Translation (2009).

From the great number of translations of this gospel, we tried to select the ones
which are considered significant in terms of development of the Czech biblical
translation and which well represent the individual periods ([3], [4]). We decided not
to use the first chapter of the Gospel of Mathew because of its specific nature. It
introduces the genealogy of Jesus and it mainly consists of the list of names.

The following properties were used for comparison of the texts: 1) the
proportion of identical word-forms (types) in pairs of texts (P/V), 2) the average type
length (4VL), 3) text length (N), 4) the proportion of hapax legomena (PHL), 5) the
moving average type-token ratio (MATTR), 5) entropy (H).

PIV is determined by the number of identical word-forms which occur in two
texts. It is calculated as
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where V'is the list of word-forms of the text (i.e., list of types) and i and j are texts.

In this study, we calculate PIV in relation to the BiblDrazd’ only (i.e, in all

calculations V; is the set of word-forms which occur in the Gospel of Matthes from

BiblDrazd). It allows us to interpret P/} as the proportion of changes relative to the

oldest translation which is considered as a “reference point™ here.

AVL is defined as the arithmetic mean of type lengths in a text. The type length is
calculated as the number of characters (e.g., the word vychodu is 7 characters long).

N is determined by the total count of all tokens in a text. A token is a graphic
word, i.e., a sequence of characters separated by spaces.

The last three indices are associated with the lexical diversity of the text. Since
it is arelatively complex phenomenon which can be seen (and measured) from
several points of view, we decided to apply the following methods. PHL is the
proportion of hapax legomena in the text. MATTR is based on the segmentation of
text into overlapping chunks (so-called windows), where the type-token ratio is
calculated for each window. It is determined as the arithmetic mean of the type-
token ratios in all windows, i.e.,

N-L

Vi

MATTR=—"——
L(N—L+1)

where N is the number of tokens in the text, L is the length of the window, V; is the
number of types in the window. In this study we use L = 100. H is usually interpreted
as a measure of system uncertainty. In the case of a text, it expresses the degree of
lexical and word form diversity. Specifically, the greater the value of entropy, the
more diversified (i.e., less concentrated) the vocabulary is. It is calculated as

1 \4
H=log,N——-2. f,log,f .
r=1

where N is the frequency of tokens in the text and f is the frequency of a given
token.

For the text processing and computation, we used the QuitaUp [5] (for N, PHL,
MATTR, H) and R-software [6] (for PIV, AVL).

3 RESULTS

Let us start with the comparison of PIV, which should be the most distinct
indicator of changes (cf. Section 1). In Table 1 and Figure 1, we can see the
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proportions of word forms (types) which BiblOl, BiblMel, BiblKral. BiblSvat,
BiblSyk, and CSP share with BiblDrazd’. As we mention in Section 2, we consider
BiblDrazd’ the reference point since it is the oldest surviving Czech translation. The
higher the value of PV, the more similar the texts.

Bible IWF PIvV
BiblOl 2,299 0.530
BiblMel 1,525 0.351
BiblKral 1,464 0.337
BiblSvat 1,467 0.338
BiblSyk 1,375 0.317
CSp 1,116 0.257

Tab. 1. Proportions of word forms (types) (P/V) which are identical in given texts and the
BiblDrazd’ (which contains 4340 types). IWF is a total number of word forms occurring in both
BiblDrazd’ and the given translation

08

PV

o~
[

T T T T T T
BiblOlI BibiMel BiblKral BiblSvat BiblSyk CspP

Fig. 1. Proportion of identical word forms (types) (PIV) in given texts and the BiblDrazd’

The results show that the number of differences is rapidly increasing (i.e., the
value of PVI is decreasing) from BiblDrazd’ to BiblMel. The difference between
BiblDrazd’ and BiblOI corresponds with [3, pp. 47, 53] who claim that these two
translations were created independently of each other.> As for BibIMel, it is considered
a translation independent from the older ones. Moreover, there is a 200-year time span
between BiblMel and BiblDrazd’ and more than 150 years between BiblMel and
BiblOl, which also can be an important factor. Last but not least, the fundamental
phonological, morphological, and syntactic changes which took place in Czech in this
period (i.e., from the 14" to the 16" century) influenced the form of BiblMel
substantially. By contrast, the next translations up to the beginning of the 20" century

2 BiblDrazd’ and BiblOl are copies of the same (lost) source text of the original text of the Old
Czech Bible of the 1% edition from the 60s of the 14% century. However, BiblOl differs in the translation
of the Gospel of Matthew known as Gospel of Matthew with homilies (from the 70s of the 14™ century),
cf. [3, pp. 47, 53].
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are very similar (in the sense of the method we used). This finding is in accordance
with the textual relations between these three translations that are known from
secondary sources [3, pp. 180, 212]. The translators/editors of the Gospel of Matthew
from BiblKral were influenced by the version published in BibIMel. The translators/
editors of BiblSvat were influenced by both BibIMel and BiblKral. BiblSvat, respected
by the Catholic Bible translators/editors, was the dominant Catholic translation until
the 20" century [4, p. 1887]. All these translations can be interpreted as a result of
a specific translation tradition. The “power” of this translation tradition is particularly
evident in the fact that each of the BiblMel, BiblKral, and BiblSvat comes from
different Czech churches (the Utraquist, Unity of the Brethren, Catholic, respectively).
Another factor that has an impact on the language form of the translations is the nature
of written Czech. Specifically, a minimum of fundamental changes appear at the
phonological and morphological level from the end of the 16" century to the 19"
century. Finally, the youngest translation is less similar in comparison to the oldest
one. This finding is in accordance with the declared effort of the translators to escape
the above mentioned strong translation tradition and to use the language that is
commonly used at the beginning of the 21% century. To, sum up, the dynamics of PIV
development corresponds with current knowledge regarding both the language
development and the translation tradition.

Next, let us concentrate on the development of AVL (see Table 2 and Figure 2). In
comparison to PIV, we get a completely different picture. Surprisingly enough, not
linguistically important changes of AVL took place in the period of more than 600
years. The differences are strikingly small — the biggest difference is the difference of
two-tenths of a letter, on average. To get a more complex view of the nature of the data,
standard deviations (SD) of AVL were computed, too. In our case, SD expresses
a variability of word lengths in particular texts. Again, a great stability of values of SD
appears throughout the period under investigation. These findings are very unexpected,
especially if one realizes both a number of linguistic changes which took place since
the end of the 13" century in Czech and diversity of translation strategies. In our
analysis, AVL seems to be an extremely stable property that resists any development.

Bible AVL SD (AVL) N

BibIDrazd 6.41 2.1 17,327
BiblOl 6.34 2.1 17,818
BiblMel 6.48 2.14 17,548
BiblKral 6.52 2.19 17,621
BiblSvat 6.48 2.15 17,083
BibISyk 6.52 2.18 17,093
¢sp 6.52 2.16 17,109

Tab. 2. The average type length (4VL), the standard deviation of AVL (SD), and the length (V) of
individual translations
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Fig. 2. The average type length (4VL) and the standard deviation of AVL (SD) in individual
translations
There are no theoretical reasons to expect any direction in the historical
development of the length (V) of particular translations, in our opinion. Of course,
a variability of N can appear, as even a comparison of very short excerpts exemplifies,
see (1) and (2) in Section 1. The data presented in Table 2 and Figure 3 reveal no
single tendency in historical development. The biggest difference (between BiblOl
and BiblSvat) is 735 tokens which means that the length of both texts differs by
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approximately 4%. Further, there is an obvious difference between the two groups of
texts. Specifically, a variability of Nis evident among the first four translations,
while in the group of the last three texts there are minimal differences of N. It can be
explained as follows. In the 16" century, humanist scholars discussed the form of
original Biblical texts which were used for translation. They were motivated by an
effort to eliminate non-original parts which were added to the original during the
Middle Ages. Since the end of the 16" century, there has been a relatively high
consensus on the form of original Biblical text used for translation. Thus, the
minimal variability of NV in the last three translations in our sample can be interpreted
as a consequence of this fact.

z o i *
g _
E - T I T I T T T
BiblDrazd BiblOIl BibiMel Biblkral DBiblsvat DBiblsyk CsP
Fig. 3. The length () of individual texts

Bible PHL MATTR H
BiblDrazd’ 0.154 0.781 9.981
BiblOl 0.133 0.766 9.826
BiblMel 0.139 0.775 9.896
BiblKral 0.141 0.781 9.936
BiblSvat 0.140 0.781 9.932
BiblSyk 0.144 0.784 9.955
CSp 0.140 0.779 9.909

Tab. 3. The proportion of hapax legomena (PHL), the moving average type-token ratio (MATTR),
and the entropy (#) of individual translations

The measurement of lexical diversity (sometimes called also vocabulary
richness) captures how the writer (in our case the translator or translators)
“manipulate” the vocabulary at his or her disposal to express the content.
Obviously, there are several ways how to perform it. For instance, the usage of
synonyms increases the lexical diversity, while a repetition of words (which one
can use intentionally to ensure a high text cohesion) decreases it. There is no single
method of measuring this property of the text. Here, we use three of them (PHL,
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MATTR, H) to eliminate potential biases of particular methods. The results show
(see Table 3 and Figure 4) that there are minimal differences among texts,
regardless of the method.

At first sight, these results are rather surprising. Particular translations come
from different periods, they were translated from different original texts (even from
different languages), published by various churches for different recipients, the
translators followed different translation strategies etc. Despite all these
circumstances, the lexical diversity of all texts is almost identical. Most likely, there
must be some dominant factor that eliminates the expected variability. In our opinion,
the sacred nature of the gospel plays a decisive role here. Consequently, the
translators strictly adhere to the lexical diversity of the original® and they do not dare
to be creative in this regard.

4 CONCLUSION

In this study, we analyzed the historical development of several language and
text properties of the Czech translations of the Gospel of Matthew to get a picture of
their dynamics. We started with the most obvious one, the difference in word forms
(PIV) in individual texts, and found out that the results are consistent with what is
reported in the secondary sources. Further, the differences we detected in the text
length (NV) of particular translations can be explained if one realizes the historical
context that influenced the translation process. The analysis of type length (4AVL)
brings the most surprising result we did not expect. This property seems to be
extremely stable. Of course, this conclusion is based on the analysis of a very limited
sample and we are aware that a much larger and diverse sample has to be examined
to get a more reliable picture. Finally, the lexical diversity of individual texts is
surprisingly stable in all texts. Here, we suggested the explanation which, however,
must be confronted with other analyses of non-sacred texts.

Needless to say, the study is just a first step and have to be considered as a pilot
study only. Only further research can corroborate (or falsify) the presented
conclusions.
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Abstract: This article takes a bird’s eye view of how positive or negative sentiments
in the news press about countries and nationality nouns seem to reflect the country’s general
income groups. The study focuses on the four income groups classified by the World Bank and
their co-occurrence with positively and negatively classified adjectives from the Subjectivity
Lexicon for Czech. A search in the journalistic subcorpus of the SYN series, release 8 of
the Czech National Corpus, results in a time line covering three decades. Previous research
on subjectivity has either focused on other parts of the Subjectivity Lexicon or on fewer
adjectives from other languages. In this article, it is argued that the income groups are treated
in descending order, i.e., the higher the income, the more positive the sentiment. Even when
the most influential groups in the top and bottom are removed, the result holds. Discourse
concerning global war and peace, and the security of different nations, is also detected as
a result.

Keywords: income groups, news press, sentiment, nationality, corpus linguistics,
Czech language

1 INTRODUCTION

The focus of this article is the overall representation of different economic
groups of countries and nationals in the Czech news press over three decades. The
study concerns linguistic othering through the positive or negative value of adjectives
co-occurring with nouns for these countries and nationals. In this study the “others”
are considered to be part of a different income group from Czechs on an average,
national level, whereas the same income group as that of the Czech Republic is
considered to be the “ingroup”. Discourses from the “Western” side of the Iron
Curtain entered the Czech Republic at the end of 1989, after the transition from
a Communist one-party to a multi-party state. The printed news media was then, and
for many years to come, important in providing some kind of relation between the
inhabitants, on the one hand, and what Fairclough [1] calls this new “outside”, on the
other. Many of the former Soviet-led countries are neighbours of the Czech Republic,
and even today receive more news coverage due to their geographical location and
cultural proximity ([2], [3]) than they do in news articles written in countries farther
away. Most of these countries are now economically stronger than before 1989 and,
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like the Czech Republic, are classified by the World Bank as High Income countries,
with the exceptions of Bosnia and Herzegovina, Bulgaria, Kosovo, Montenegro,
Romania, and the Russian Federation, which are all classified as Upper-middle
Income countries [4]. In this article, discourse is seen as recurring, prominent claims
about something (or someone), that makes a difference in the way the receivers of
the discourse talk or write about these things or (groups of) persons [5].!

The purpose of this article is to examine whether theories proposed for other
languages, such as those of Fairclough [1, p. 29] (see above) and Wodak [5, p. 10] on
discursive constructions of national identities (see below), and Chovanec and Molek-
Kozakowska [8] on the fluctuation of othering over time, also hold for the printed
news press in the Czech Republic. The time span is 1990-2018, covering almost 30
years of democratic governance since the former Communist one-party state. The
research aim is to conduct a corpus-based analysis of linguistic othering over time,
using a search in which pre-defined adjectives from the Czech Subjectivity Lexicon
[9] that co-occur with pre-defined nouns (see below under Material) are collected
into a dataset extracted from the corpus. The dataset includes some variables from
the corpus, such as publication year and title of the source, but also includes variables
using World Bank income classifications.

1.1 Previous research and the contribution of this study

Veselovska describes studies that combine sentiment and discourse in extensive
detail [10] and which essentially explain how language is not only a construction of
human interaction but an influencer thereof. The sentiment analysis in the Czech
Subjectivity Lexicon by Sindlerova et al. [11] is mainly concerned with evaluative
verbs, which is one reason for this study to focus on adjectives. Paradis et al. [12]
study 42 antonymic adjective pairs in English, focusing on their semantic profiles,
whereas this study considers 773 adjectives co-occurring with the specified nouns.

The four income groups of the world’s economies, as defined by the World
Bank, are rarely used in linguistic studies, but more often in other fields, such as
United Nation reports [13] or medical articles ([14], [15]). Language issues relating
to these groups or countries have, however, been studied ([16], [17]). Theoretically,
this article follows Fairclough’s note that there is a need for condensation when
researching relations in politics and economics, simply because those subjects are
complex in themselves [1, p. 18]. Another of the ideas behind this study is to examine
a larger whole (i.e., a bird’s eye view over three decades) to see which details
emerge, since they may show us the prominent part(s) of the rhetoric [ibid., p. 18]
used about these groups over time. It also aims to connect to the ideas in Wodak et

! One example is how a male-dominated discourse has meant that many languages have male-only
connotations of certain professions [6]; another is how a European-dominated discourse made people
believe that all Africans were lazy [7].
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al. [5, p. 10] regarding connotations of national identities. The co-occurring
adjectives and nouns in this study show how the countries (and their citizens) in
these income groups are, and have been, reflected in Czech printed news media over
three decades. The binary classification reflected in (positive) peaks and (negative)
troughs for the four groups is based on the recently mentioned Subjectivity Lexicon.

2 RESEARCH QUESTIONS AND MATERIAL
The research question of the study is:

In what way does the binary sentiment of the adjectives correlate with the
income group?

The hypothesis for this study is that the higher the income group, the more
positive their overall level. To demonstrate this, the binary classification of adjectives
is represented in the form of graphs.

2.1 Material

Two main sources have been used to create the dataset: the adjectives in the
Subjectivity Lexicon, and a journalistic subcorpus of the SYN series, release 8,
containing 4,499,370,372 tokens (running words, excluding punctuation) from the
Czech National Corpus (see [18]). These adjectives® in the Lexicon are classified
into one of three categories (positive, negative or both) depending on the subjective
sentiment associated with them. For this analysis, one particular adjective, bohaty
‘rich’, has been excluded, as this could otherwise automatically drive differences
between the income groups (since the antonym chudy ‘poor’ is not included in the
lexicon). The income groups are taken from the World Bank classification of
economies of June 2019 ([4], [19]). The countries are categorized into four groups:
High, Upper-middle, Lower-middle or Low Income countries. Further, only those
nationalities that have been registered as staying for more than 90 days in the Czech
Republic since 1994 [20], and the Czechs themselves, were included in the dataset
for this study. Such an official list — of nationalities that have had a long-term
presence in the country — points to the nationalities that may be present in any news
text corpus from the country in focus.

The subcorpus used contains a majority of nationwide daily newspapers,
regional editions from Bohemia and Moravia, and several news- and lifestyle-related
magazines. The total number of titles is almost 200 from the very end of 1989 to the
end of 2018, although there is reasonable coverage mainly from 1991 onwards. For
more details and specific titles, see [18]. Because the SYN-series corpora are updated
on a yearly basis, this method is repeatable.

2 The material for this study is accessible at: https://www.su.se/english/profiles/irel5167-1.364672.
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For this article, the material is a subset of 4,408,853 data points (observations)
extracted from the subcorpus described above. It includes all the countries and
nationalities that co-occur with the adjectives also described above. Certain variables
were chosen to accompany the linguistic variables Noun and Adjective. Table 1
shows examples of variables and values from the Low Income group, containing co-
occurrences of vazny + Severni Korea (‘serious/significant + North Korea’), dulezity
+ Afghanistan (‘important + Afghanistan’), mily + Ugandan (‘nice + Ugandan man’)
and zabity + Syranka (‘killed + Syrian woman’).

sent |neg- |noun adj fq | adjfq |title pub- |form |wb-
adj year income

POS/ |A severni korea |vazny 1 [0.25 |Hospodaiské [2006 |COU | WB-LI

NEG noviny

POS/ |A afghanistan  |dulezity |1 |1 Tyden 2012 [COU |WB-LI

NEG

POS |A ugand’an mily 1 |1 Deniky 2007 |MASK | WB-LI

NEG |A syfanka zabity 1 |1 Pravo 2016 |FEM WB-LI

Tab. 1. Example of variables and values from the dataset for the Low Income group

The explanatory variables [23, p. 7] include the following:

- sent for whether they have positive or negative sentiment — or both,

«  negadj for whether the adjectives in the corpus source text are negated (N) or
not (A),

«  fq for the number of occurrences in one and the same issue of a newspaper or
magazine,

« adjfq for the distance-adjusted frequency of each adjective-noun co-occurrence,
see details under Method,

+  title for the name of the newspaper or magazine where the co-occurrence is
found,

- pubyear for the year of publication,

. form for country noun (COU) or nationality in masculine (MASK) or feminine
(FEM) form,

«  whbincome for World Bank income classification: High (HI), Upper-middle
(UMI), Lower-middle (LMI) or Low (LI) Income.

The adjusted frequency is explained in more detail under Method below. The reason
for adding a variable for the adjectival negation (A for non-negated and N for negated), is
that one type of negation in the Czech language is expressed by a prefix: moderni
‘modern, trendy’ is negated as nemoderni ‘old-fashioned, outdated’. The meaning
changes [21], and the sentiment is interpreted here as the opposite. In the corpus, the
lemma is the same for both word forms, which is why a distinction had to be made.

670



3 METHOD

3.1 Calculating Sentiment Values by category
Before creating Figure 1 below, a variable called Sentiment Value, “sent-value”,
was added, created by

e  representing co-occurrences with a positive sentiment by the number 1,
a negative sentiment by —1, and those classified as both by 0,

e  multiplying this by the adjusted frequency, and then

e  calculating the mean of the resulting number per year per group.

The adjusted frequency is calculated as follows:
adjFq = SUM (fq x 1/distance)

This is a sum of the proximity (following definition 2.11 in [22, p. 361]) of the
adjective and the noun, weighted by the inverse value of their distance. Hence, co-
occurrences that are close get a higher number, and those farther apart get a number
that is low enough to represent their assumed (non-)prominence in the original news
text. This is done to measure the potential influence of the adjective on the node
noun, based on findings about proximity in Czech [22] (in particular chapters 2 and
5). In Table 1 above, the co-occurrence of vazny ‘serious/significant’ with Severni
Korea ‘North Korea’ has an adjusted frequency of 0.25, which means that the noun
(or bigram) and adjective are 4 words apart, and are thus given lower relevance when
calculating the assumed sentiment for these nouns. The co-occurrences of diilezity
‘important’ with Afghdnistan ‘ Afghanistan’ and mily ‘nice’ with Ugand'an ‘Ugandan
man’ have an adjusted frequency of 1, which means they are adjacent to each other
and thus assumed modifiers. In short: the lower the adjusted sentiment frequency,
the lower the impact on the results.

Low values are included since they may nevertheless form part of the general
discourse concerning the sentiment expressed in texts about the specific nouns, but
they are given less weight. The adjusted frequency is utilized, rather than searching
for pre- or post-modifying adjectives, since there may well be more than one word
between the adjective and its modified noun in Czech, and adjectives in the near
vicinity may also be highly relevant for this analysis. The Czech SYN-series corpora
are not (yet) syntactically annotated, which means that this is the best approximation
available.

In order to obtain a normalized number, the mean is finally calculated per year.
This is needed since the number of data points per year differs (see “Composition of
the corpus SYN version 8” graph in [18]). The smaller the sample, the more clearly
visible the changes in sentiment value. A few outliers [23, p. 9], sometimes even
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a single one, may change the total in a more visible way when the number of data
points is low. For comparatively small samples, such as the Low Income group, which
only makes up 2.5 percent of the whole dataset for this study, singular events may thus
cause extreme peaks and troughs. Smoothed lines are, therefore, chosen for the graphs
to make it easier for the human eye to interpret the differences over a long time span.

4 ANALYSES

World bank category Number of data points
High Income 3,001,847

Upper-middle Income 990,576

Lower-middle Income 306,052

Low Income 110,378

Tab. 2. Number of data points in the dataset that are classified into each income group

Countries and people from countries that are classified as having high income
represent such a large proportion of the dataset, 68 percent, that they form an ingroup
by themselves, which is seen in Table 2. It is also apparent that the number of
data points follows other income levels in the set.

4.1 Adjectives over the whole period

Aggregated over the whole period, there are certain patterns in the type of
adjectives that are attributed to different income groups. This is shown in Table 3,
where the most frequent adjectives are shown per income group.

High Income % Upper- % Lower- % Low Income %
middle middle
Income Income
velky (‘large, |35.82 |velky 34.76 |velky 36.57 |velky 29.08
big’)
dobry (‘good’) |17.85 |posledni 16.86 | posledni 17.08 | posledni 16.58
posledni (‘last, |15.85 |dobry 15.23 |dobry 12.88 | teroristicky 9.26
final’)
silny (‘strong, |5.59 |silny 6.01 mirovy 6.13  |dobry 8.72
forceful’) (‘peacetul’)
rad (‘happy, 5.00 |moZny 5.37 |silny 528 | mirovy 7.76
delighted”)
zakladni 430 |dulezity 496 | moZny 5.01 valeény (‘war, |7.75
(‘fundamental, martial”)
basic’)
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High Income % Upper- % Lower- % Low Income %
middle middle
Income Income
mozZny 420 |Spatny 4.39 |dilezity 4.50 |bezpetnostni 5.90
(‘possible, (“safety,
feasible”) security’ [adj.])
Spatny (‘bad, 3.88 |lidsky 4.27 |teroristicky [4.26 |moZny 5.80
wrong’) (‘human,
humane’)
dulezity 385 |rad 4.19 |Spatny 4.24 | Spatny 4.60
(‘important’)
nizky (‘low, 3.66 |tézky 391 |rad 4.05 |lidsky 4.56
reduced”) (‘hard,
severe’)

Tab. 3. The ten most frequent adjectives 1990-2018 per income group. Percentage of these ten.
Bold = positively classified, underlined = negatively classified, normal style = classified as both.
Translations into English are shown the first time the adjective occurs in the table

A few words are needed about the most frequent adjectives to better understand
the content of the corpus in general. The adjective that occurs most frequently with
the highest income groups is velky ‘large’. This multifunctional adjective [24, p.
122] co-occurs with the highest income group 395,141 times in the dataset, which is
slightly more than one third of the total of these ten, and 13 percent of the total
number of adjectives for this group.’ In the opposite corner of Table 3, the tenth most
frequent adjective for the lowest income group, lidsky ‘human’ or ‘humane’, co-
occurs with that group 1,640 times, which is only about 4.5 percent of these ten, and
1.49 percent of the total for that income group. There is thus a difference in the
number of adjectives between the different groups, which explains why the income
groups must be studied separately.

Some highly frequent adjectives are present in all groups, but the less-frequent
are of more interest here: si/ny ‘strong, forceful” appears less frequently in the Low-
middle Income group, and not at all in the Low Income group; rdd ‘happy, delighted’
shows a similar trend; mirovy ‘peaceful’ and teroristicky show an opposite trend,
only being present in the two lower income groups, and increasingly so. Bezpecnostni
‘safe, secure’ is only present in the lowest income group, which will be discussed
under Conclusions.

We also notice that the three highest income groups all have two adjectives that
can be both positive and negative, and that they also have four of each sentiment
classification. The lowest income group actually has four negative and five wholly
positive adjectives in the top ten, but the fact that the negatively classified posledni

3 Velky and posledni ‘last, final’ (adjectives that are in the top 3 for all groups) are indeed also
among the most frequent adjectives in Czech news language [25, p. 11 and 13].
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‘last, final” and teroristicky have such a large share of the total makes them prominent
in the discourse and creates a downward trend. What Table 3 shows is thus
a prominence of words relating to war and peace for the lowest income group. This
gives us a hint about the discourse surrounding the so-called war on terror that
emerged at the beginning of the present millennium. It seems that there are some
adjectives here that clearly have an “inscribed” attitudinal value, i.e., a stable
negative value over time and context [26, p. 2], and that may create a clearly negative
picture of the negative persona some nationalities are given in the Czech press during
these years. Now let us scrutinize the trends for the four income groups.

Cver 05 positive

Year

Fig. 1. Sentiments trends for the four income groups: High (solid —), Upper Middle (dotted ...),
Lower Middle (dot-dashed .-.-.) and Low (dashed - -) Income. The smooth, grey line equals the
standard error with 95 % confidence interval. 0, which marks a balance between positive and
negative adjectives, is shown on the horizontal line

The lower the income, the more negative the overall sentiment in Figure 1. As the
corpus grows larger and more reliable in reflecting a general trend (from around 2004),
this result becomes clearer, except possibly for the Upper-middle Income group, which
closes in on the Lower-middle Income group towards the end of the period. The
economic crisis in 2008 does not seem to have affected the three top income groups,
whereas the trend for the lowest income group slumps from that year onwards. For this
reason, the group with the lowest income is examined in closer detail.
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4.2 Removal of an influencer

The Low Income group shows aclear trough around the year 2001. The
time line recovers somewhat in the following years, but then deepens again around
the year 2008. Let us, therefore, examine the noun + adjective co-occurrences that
cause the dips during the period 2000-2009. This is shown by the adjusted senti-
values in Table 4, visualized per year for the top and bottom ten of this group. It then
becomes clear that one country and nationality alone creates the main reason for
both the peaks and troughs in the Low Income group: Afghanistan. The nouns
Afghanistan ‘Afghanistan’, Afghdanec ‘Afghan man’ and Afghdnka  Afghan woman’
make up 34,115 of the 110,378 observations, i.e., 31 percent, for the entire period
1990-2018. It turns out that by far the biggest reason for the 2001 trough is the co-
occurrence of the noun Afghdnistan and the adjective teroristicky ‘terrorist [adj.] .
During 2001 and 2002, these two words in co-occurrence create an enormous trough,
as seen by the sentiment numbers in Table 4. The co-occurrence returns in 2003,
2004, 2006 and 2007, although not as strongly.*

Most positive, Low income Most negative, Low Income

Total | Total

Adj | Adj
Year Noun Adj Sent-v | Sent-v  Noun Adj Year
2001 afghéanistan mirovy 34.4 | -76.8 afghanistan teroristicky 2001
2001 afghnistan mozny 27.9 | “41.0  afohanistan posledni 2001
2002 afghénistin  mirovy 247 | 286 afghanistin  zvlastni 2001
2008 kongo hluboky 20.1 | 241 afghanistan  vale¢ny 2001
2001 afghnistan bezpecnostni  19.4 | -198  afghénec  obyejny 2001
2008 afghanistan  bezpecnostni 15.7 | -13.8 afghanistan tajny 2001
2002 afghanistan  dobry 142 | -12.8  afghanistan  t&zky 2001
2002 afghnistan bezpecnostni  14.1 | 41 afghénistdn teroristicky 2002
2003 afghanistdn mirovy 13.9 | -199 afghanistan  posledni 2002
2001 afghanistan vyznamny 124 | -13.9 afghanistan teroristicky 2003

Tab. 4. The most positive and the most negative co-occurrences
for the Low Income group 2001-2009

The negatively classified adjectives are countered by the positively classified
mirovy ‘peace-, peaceful’, and bezpecnostni ‘secure, safe(ty-)’, but the positive
adjectives in Table 4 do not reach the same numbers. When added, as done above in
Figure 1, the positivity of 34.4 (for mirovy) plus 19.4 (for bezpecnostni) for the year

4 This still holds even after removing the multifunctional adjectives [24, p. 122] for the negatively
classified posledni ‘last’ and obycejny ‘ordinary, average’, and for the positively classified dobry ‘good’
and mozny ‘possible, believable’.
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2001, and 24.7 (mirovy) and 14.1 (bezpecnostni) for the year 2002 nevertheless does
not make up for the negativity caused by teroristicky in the same years.

This result might give reason to analyse the ingroup — Czechia and its people in
a Czech context — as well. The outcome of that shows that in Figure 1, Cesko
‘Czechia’, Cech ‘Czech man’ and Ceska ‘Czech woman’ make up 547,332, i.e.,
18 percent, of the total of 3,001,847 observations in the High Income group. The
“obvious” ingroup of Czechs and their country is thus not as influential in their
group as the outgroup noun of Afghanistan, and when removed, the High Income
trend line nevertheless has a similar form.’

5 CONCLUSIONS

World Bank statistics rarely figure in linguistic articles, but their classification
of income groups around the world has been used here alongside linguistic data to
compare sentiment towards the countries and nationalities of these groups. Prominent
parts of the overall rhetoric [1, p. 18] were indeed revealed when the data were
scrutinized as a whole: the obvious ingroup of Czechs somewhat drove their income
group’s positive sentiment results, and an outgroup from a country far away from the
ingroup drove their income group’s negative results even more. Figure 1 thus shows
that the higher the national income, the more positive the overall representation of
the nationalities in these data. Even when the two most influential (most positive and
most negative) noun groups are removed and the amount of source data swells
around the year 2000, the sentiment trend lines remain separated.

This article argues further that when looking beyond the binary classification of
positive and negative sentiment, a certain discourse emerges. As income decreases
from High through the two Middle groups to the Low Income group, the adjectives
dobry ‘good’ and silny ‘strong’, ‘forceful’ decrease; mirovy ‘peaceful’ and teroristicky
increase, and bezpecnostni ‘safety’, ‘security’ [adj.] make an appearance. Despite
several of these being classified as positive in the Subjectivity Lexicon, they together
reflect a prominent discourse about the lowest income group being involved in war
and terrorism. This is a continuation of the “new security” discourse [5, p. 66]
combined with the discourse surrounding the “war on terror” [1, p. 32] of the 2000s.
This might even be a case of “canonical pairings” [12, p. 155]. The connection
between peacefulness, safety and terrorism could form the basis of a future study on
stereotypical conventions (such as “the poor are more likely to face negative than
supportive behavior”, [27, p. 243]). Such study could also compare the findings of
Cvrcek and Fidler [28, p. 17] where the noun “migrant” is closely associated with
certain regional identities and the adjective “violent”.

°> This figure can be found at: https://www.su.se/english/profiles/irel5167-1.364672 together with
other data from this study.
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That an obvious ingroup, in this case Czechs in Czech newspapers, forms
a large part of the peak (more positive sentiment) in such a combined volume of text
could be expected. Without them, the High Income trend nevertheless remains
clearly positive. That a single co-occurrence (of the noun Afghanistan and the
adjective terrorist) creates such a large part of the trough in the trend line for the Low
Income group constitutes a reason to examine the details, but also to plan future
studies to explore how certain low-income nationalities have been treated in Czech
media, or perhaps even Slavic media in general. It seems to be a case of resonance
(as in [29]), i.e., repeating of linguistic formulae whether or not the next author
agrees with the connotation given to the formula(e) by the previous author. Another
next step could be to dig deeper into the co-occurrences of some of the nouns or
adjectives, without the restriction of the Subjectivity Lexicon. This resonance could
be explored even further with current-day corpora of both written and spoken text.

ACKNOWLEDGEMENTS

The author would in particular like to thank Vaclav Cvrcek at the department of
the Czech National Corpus for his continuous assistance, including the extraction of
the dataset. Grateful thanks also go to the anonymous reviewers of this article, who
kindly made clear what was clouded.

References

[1] Fairclough, N. (2006). Language and globalization. Routledge: Abingdon.

[2] Fowler, R. (1991). Language in the news: discourse and ideology in the Press. Routledge:
London.

[3] Bednarek, M. (2019). The Language and News Values of ‘Most Highly Shared” News. In F.
Martin and T. Dwyer (eds.), Sharing News Online — Commendary Cultures and Social Media
News Ecologies, pages 157-188, Palgrave Macmillan: Cham.

[4] World Bank Group. (2020). World Bank Country and Lending Groups. Datahelpdesk.
Worldbank.Org.

[5] Wodak, R., de Cillia, R., Reisigl, M., and Liebhart, K. (2009). The Discursive Construction
of National Identity. 2" ed. Edinburgh University Press: Edinburgh.

[6] Lindqvist, A., Renstrom, E. A., and Gustafsson Sendén, M. (2019). Reducing a Male Bias in
Language? Establishing the Efficiency of Three Different Gender-Fair Language Strategies.
Sex Roles, 81(1), pages 109-117.

[7] Ronnbick, K. (2014). The Idle and the Industrious — European Ideas about the African Work
Ethic in Precolonial West Africa. History in Africa, 41, pages 117-145.

[8] Molek-Kozakowska, K., and Chovanec, J. (2017). Media representations of the “other”
Europeans. Common themes and points of divergence. In J. Chovanec and K. Molek-
Kozakowska (eds.), Representing the Other in European Media Discourses, pages 1-22,
John Benjamins Publishing Company: Amsterdam/Philadelphia.

[91 Veselovska, K. (2013). Czech subjectivity lexicon: A lexical resource for Czech polarity
classification. In K. Gajdosova A. and Zakova (eds.), Natural Language Processing, Corpus
Linguistics, E-Learning, pages 279-284, RAM-Verlag: Bratislava/Liidenscheid.

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 677



678

Veselovska, K. (2017). Sentiment analysis in Czech. Ustav formélni a aplikované lingvistiky
(Institute of Formal and Applied Linguistics): Prague.

Sindlerova, J., Veselovska, K., and Haji¢, J. (2014). Tracing Sentiments: Syntactic and
Semantic Features in a Subjectivity Lexicon. Proceedings of the XVI EURALEX
International Congress: The User in Focus, pages 405-414.

Paradis, C., Lohndorf, S., van de Weijer, J., and Willners, C. (2015). Semantic profiles of
antonymic adjectives in discourse. Linguistics, 53(1), pages 153—-191.

UNICEEF. (2020). Averting a lost COVID generation: A six-point plan to respond, recover
and reimagine a post-pandemic world for every child. UNICEF Division of Communication:
New York.

Roberton, T., Carter, E. D., Chou, V. B., Stegmuller, A. R., Jackson, B. D., Tam, Y. et al.
(2020). Early estimates of the indirect effects of the COVID-19 pandemic on maternal and
child mortality in low-income and middle-income countries: a modelling study. The Lancet
Global Health, 8(7), pages €901-e908.

Tan-Torres Edejer, T., Hanssen, O., Mirelman, A., Verboom, P., Lolong, G., Watson, O. J. et
al. (2020). Projected health-care resource needs for an effective response to COVID-19 in 73
low-income and middle-income countries: a modelling study. The Lancet Global Health,
8(11), pages e1372—e1379.

Ziai, A. (2016). Development discourse and global history: from colonialism to the
sustainable development goals. Routledge: London.

Moretti, F., and Pestre, D. (2015). Bankspeak. New Left Review, (92), pages 75-99.

Kften, M. (2019). Corpus SYN version 8 — Czech National Corpus Wiki.

] World Bank’s Data Help Desk. (2020). How does the World Bank classify countries? World

Bank Group.

Czech statistical office. (2019). Cizinci v CR podle statniho obéanstvi v letech 19942018
(Foreigners in the CR by citizenship in the years 1994-2018 (as of 31 December)).
Kovatikova, D., Chlumska, L., and Cvrcek, V. (2012). What Belongs in a Dictionary? The
Example of Negation in Czech. In R. Vatvedt Fjeld and J. M. Torjusen (eds.), Proceedings of
the 15" EURALEX International Congress, pages 822-827, Department of Linguistics and
Scandinavian Studies: Oslo.

Cvréek, V. (2014). Kvantitativni analyza kontextu. Nakladatelstvi Lidové Noviny/Ustav
Ceského narodni korpusu: Praha.

Brezina, V. (2018). Statistics in Corpus Linguistics: A Practical Guide. Cambridge University
Press: Cambridge.

Cvréek, V., Laubeova, Z., Luke§, D., Poukarové, P., Rehotkovd, A., and Zasina, A. J. (2020).
Registry v Gestind (Registers in Czech). Nakladatelstvi Lidové Noviny/Ustav eského
narodni korpusu: Praha.

Cermak, F., and Kien, M. (2011). A Frequency Dictionary of Czech. Routledge: Oxon.

Don, A. (2016). “It is hard to mesh all this”: Invoking attitude, persona and argument
organisation. Functional Linguistics, (3), pages Article number 9.

Lindqvist, A., Bjorklund, F., and Béckstrém, M. (2017). The perception of the poor: Capturing
stereotype content with different measures. Nordic Psychology, 69(4), pages 231-247.

Cvréek, V., and Fidler, M. (2021). No Keyword is an Island: In search of covert associations
(Preprint), pages 1-28.

Du Bois, J. W. (2014). Towards a dialogic syntax. Cognitive Linguistics, 25(3), pages 359—
410.



§ sciendo
DOI 10.2478/jazcas-2021-0061

KEY WORDS AND POLITICAL PARTIES IN THE 2020 PRE-ELECTION
CAMPAIGN ON FACEBOOK

NATALIA KOLENCIKOVA
L. Star Institute of Linguistics, Slovak Academy of Sciences, Bratislava, Slovakia

KOLENCIKOVA, Natalia: Key words and political parties in the 2020 pre-election
campaign on Facebook. Journal of Linguistics, 2021, Vol. 72, No 2, pp. 679 — 689.

Abstract: The research paper analyses key words found in pre-election communication
of electorally successful political parties, based on which the main communication differences
among those parties and the specifics of pre-election communication, as well as the pre-election
discourse as a whole, are identified. Research material consists of political parties’ microblogs
published on individual political parties’ Facebook profiles in the period from January 1, 2020 to
February 28, 2020, with a reference corpus formed by the total of these microblogs. The analysis
showed professionalization of political communication, the use of new, but also traditional
ways of interaction with the electorate, pre-election communication based on the presentation
of candidates, offensive and combative tone of the most successful parties, self-presentation,
hints of persuasive and manipulative techniques, topic points of electoral programmes, but also
thematic neutrality and non-specificity that suggest smaller electoral success.

Keywords: key words analysis, Facebook, microblog, pre-election communication

1 INTRODUCTION

This research paper focuses on key words in a pre-election campaign and is the
part of abroader-based research, the aim of which is to map linguistic and
communication specificities of the respective types of discourse. Although an interest
in political and media communication has been noted in the Slovak linguistic
environment (see more: [1], [2]), amore systematic focus on pre-election
communication through social media is yet to emerge. The situation may be surprising,
as social media offer relatively accessible research material, and with further analysis
amore comprehensive picture of this specific communication sphere could be
obtained. Today, this specific communication sphere falls under the field of political
marketing [3], which also suggests further application possibilities for such research.

2  THEORETICAL AND METHODOLOGICAL BACKGROUND

2.1 Social media in pre-election campaigns
The importance of social media in the pre-election campaign is often mentioned
in connection with the victories of U.S. presidents B. Obama (YouTube) and
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D. Trump (Twitter). In the Slovak geopolitical space, the importance of such media
is associated with the presidential election campaign of I. Radicova in 2009
(Facebook) and with the unexpected electoral success of the political party Sloboda
a Solidarita (‘Freedom and Solidarity”) in 2010 (Facebook). The natural incorporation
of social media into the pre-election campaign is determined by its specifics, as this
type of media differs from the traditional electronic types such as radio and
television.! Taking into account the topic of this research paper, what matters the
most is that although anyone, even a political party, can be an author of any content,
whether it is socially relevant or trivial and highly individualized, the basic technical
and currently more lax legislative rules must be adhered to nonetheless. The
communication model of disseminating the message through a network of
participants strengthens the balance between the author and the recipient. This
enables the voter to get an impression of active participation in political activities
through being in virtual contact with a political party. The topics, which political
parties covered in their microblogs or statuses in the pre-election period, therefore
became a stimulating study subject. The aim is to identify thematic areas of
individual political parties and, subsequently, to compare them while characterizing
the main thematic areas of pre-election discourse. Topics of the specific political
parties that can be perceived as prominent are the basis for the research.

2.2 Key words, target texts and reference corpus

A key words analysis (see more: [7], [8]) served as a functional and
methodological support in meeting the objectives. A key word can be characterized
as a unit “whose frequency within the text is significantly higher than it would be
expected based on the frequency of this unit in the reference corpus” [9]. Key words
based on using statistical tests (chi-square test or log-likelihood test) are corpus-
based and they should represent general usage. The DIN (difference index) is
calculated if units show a statistically significant difference. The range for this value
is <-100, 100>. A value of —100 means that the given word form is not present in the
target text, but can be found in the reference corpus, and a value of 100 means that
the element is present in the target text, but is absent from the reference corpus.

The KWords application [10] was used for key words identification. However,
this application does not identify lemmas, but word forms. Using a stop-list,
pronouns, prepositions, conjunctions, and numbers were excluded from the corpora,
and both statistical tests were selected, setting the minimum occurrence frequency to
5. The main focus was on key words with a DIN range of <80, 100>, as the main
interest is on prominent political party topics, although other aspects were taken into
account in the analysis as well.

! Specialised literature offers a number of approaches to social media and their specificities (see
more: [4], [5], [6]).
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The research material consists of communications obtained from the social
network Facebook, posted on the profile pages of each electorally successful political
party in the period before the Slovak parliamentary elections of 2020 (January 1,
2020 — February 28, 2020). This covered a total of 1,102 microblogs which consist
of 66,517 tokens and 17,214 word forms, and together with the communication of
the three selected political subjects (ranked by their electoral success: PS/SPOLU,
KDH, SNS), they form the reference corpus (1,847 microblogs, 142,144 tokens and
23,293 word forms). The reference corpus was selected in accordance with the goal
of this paper, which was to show the differences between the topics addressed by the
individual political parties in the context of general social media pre-election
standards applicable during the period under investigation. The next step could be to
expand the material, i.e., to use larger (balanced) contemporary Slovak corpora to
research social media communication. Table 1 shows the extent to which each
political party participated in this number, as also the scope of the target texts is
recorded for each political party. Microblogs were not analysed separately but as an
integral part of text produced by each political party.

3 KEY WORDS ANALYSIS

3.1 Relevant data

Relevant data regarding the communication of individual political parties are
presented before the actual key words analysis in Table 1. Outputs from the KWord
application, together with statistical test values, as well as DIN values, are available
on the GitHub platform due to space-saving efforts — https:/github.com/
NataliaKolencikova/Key-words-and-political-parties-in-the-2020-pre-election-
campaign-on-Facebook. The examples used in other parts of the research paper are
presented in an authentic form, without any corrections. Since the application was
set to ignore case sensitivity, also proper names, if not quoted, are written with
a lower-case initial letter.

. Number
. Election | Number of | Number Key words
Political party result | microblogs | of tokens Olcfovlfr(:ll;d DIN =y<80, 100>
krestanska ‘christian’, nova ‘new majority’,
ki ‘chw’, zdmocka “castle’, zdola ‘from be-
low’, sopko, bystriansky, moderuje ‘hosted
OLANO by’, jozo, procko, kristidn, histo;:ickd ‘histori,-
(‘Ordinary cal’, rgzh(?dni ‘Qemde,’, éekoysky, Jjara, kr_ajé,
Peopleand (2502%| 280 | 12,791 | 3,174 |/oprdvat talkc, peto. nada, spravodajsiva
Independent mtqll}gepg; , obormk,, obycajni p{dlnary ,
Personalities”) nezavislé ‘independent’, osobnosti ‘person-
alities’, posielajte ‘send’, debatovat ‘debat-
ing’, tieriovy ‘shadow’, jaro, unia ‘union’,
kandidatom ‘candidates’, suhlasite ‘agree’,
heger, dole ‘down’
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: Number
. Election | Number of | Number Key words
Political party result | microblogs | of tokens oz'ov:::lrsd DIN =y<80, 100>
Smer — SD imigraniov ‘immig'rants’, sd, zodpovedne
(‘Direction — ‘responsibly’, blan’ar, beseda ‘cqnference’,
Social Democ- 18.29 % 119 5,064 1,808 |matovicovi, tlaéovq ‘press’, opozicia ‘oppo-
racy’) sition’, zodpovedna ‘responsible’, opatrenia
‘measures’, premier ‘prime minister’
holy, adriana, pcolinskd, borisa,
Sme nachadzame ‘to be in’, mileticka, kra-
rodina — Boris iniak, doplatkov ‘copayments’, lukac, sen-
Kollar ica, pcolinsky, boris, najomnych ‘rental’,
(‘WeAre | 8.24% 223 12,560 3,223 |poslankyiia ‘female parliamentarian’, rodina
Family — Bo- ‘family’, hnutie ‘movement’, bytov ‘apart-
ris ments’, kollar, lieky ‘medicines’, odpovedat
Kollar’) ‘answer’, ekonomicky ‘economic’, vysielani
‘broadcasting’)
LSNS
(‘People’s o
Party P Our | 7:97% 19 237 159 kotleba
Slovakia’)
Sloboda ideamedia, majernikova, priemyselnd ‘in-
a solidarita dustrial’, navod ‘guide’, zemanovad, klus,
(‘Freedom | 6.22 % 252 13,455 3,933 |oks, zelena ‘green’, duris, nicholsonova, sas
and Solidar- ‘fs’, sloboda ‘freedom’, solidarita ‘solidar-
ity’) ity’, podnikat’ ‘run a business’)
Za ludi
(‘For 5.77 % 209 22,410 4917 -
people’)

Tab. 1. Relevant data of key word analysis

3.2 OLANO (Ordinary People and Independent Personalities, OPIP)

The results of the most successful political party, both the key words and their
concordances, show that the entity frequently uses paid advertising for
communication, about which the public must be informed if used in the pre-election
campaign as it is a legislative obligation to do so. This is done through a short,
usually formal addition to the microblog, which also has agiven form:
Objednavatel: OBYCAJNI LUDIA a nezdvislé osobnosti (OLANO), NOVA,
Krestanskd tinia (KU), ZMENA ZDOLA, Zdmockd 14, Bratislava ICO:42287511
Doddvatel: Facebook Ireland Limited, 4 Grand Canal Square, Irsko, ICO:462962
‘Client: Ordinary People and Independent Personalities (OPIP), New Majority,
Christian Union (CHU), Change from Below, 14 Zamocka street, Bratislava
CRN: 42287511 Supplier: Facebook Ireland Limited, 4 Grand Canal Square,
Ireland, CRN: 462962°. However, the relevant words that form this part of the
microblog need to be taken relatively in connection to the parties’ thematic pre-
election campaign, as its competitors have no reason to use words such as the
party’s address, which justifies the statistical difference between these elements in
target texts and the reference corpus. However, it can be noticed that the words
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objednavatel’ ‘client’ and doddvatel’ ‘supplier’ are not key words nor words of
statistically significant difference compared to the reference corpus of any political
party, and, therefore, it can be stated that it is a common part of the examined
discourse and that these administrative elements demonstrate the professionalization
of political communication and are, in fact, common in pre-election microblogs.

The model and repetitiveness have an impact on some other key words that are
related to wider technological possibilities of social media, such as live broadcasting,
which serves as a tool to strengthen interaction with the voter — CHCEME SA S VAMI
ROZPRAVAT “WE WOULD LIKE TO TALK TO YOU’; Predstavujeme vam nasich
kandidatov do volieb 2020. Dnes sledujte nazivo rozhovor s Erikom Narjasom, nasim
kandidatom ¢. 14. Svoje otazky na Erika posielajte do komentarov “We present you
our candidates for the 2020 elections. Do not miss today’s live interview with Erik
Narjas, our candidate no. 14. Send your questions for Erik to the comment section’;
Sledujte dnesnu diskusiu s (...) Moderuje Matus Bystriansky. ‘Watch today’s
discussion with (...) hosted by Matu§ Bystriansky.’. These examples show that the
aforementioned activities could be connected to arelatively large number of
anthroponyms that refer to specific candidates (sopko, procko, cekovsky, krajci, nad,
obornik, heger). Taking into account that this political party was in the opposition in
the pre-election period and those are politically rather unknown personalities. Their
presentation by domestic subject has a significant impact on differences that occur
when anthroponymic elements are compared to the general usage and what is more,
colloquialisation discourse tendencies are indicated (joZo, jaro/jara, peto). When
specific candidates are presented, also specific terms appear among the key words.
Even though their connection to political discourse is connotatively accurate, their full
extent is only shown in specific collocations — tiefiovy minister ‘the shadow minister’
and byvaly riaditel’ Vojenského spravodajstva ‘former director of Military Intelligence’.
According to pre-election polls, this political party’s leader name appears commonly in
general usage, thus is absent from the group of strongest key words. Nevertheless,
regarding the communication of his political party, the word matovic has a fairly high
DIN (75). Moreover, it is collocatively associated with another key word — Uz dnes
bude Igor Matovic debatovat’ s Richardom Rasim v relacii Na Hrane ‘Today, Igor
Matovi€ will be debating Richard Rasi on the Na Hrane show’.

Although the strongest key words do not include the word volby ‘elections’, it is
present in the OPIP communication by emphasizing the importance and uniqueness of
Slovakia’s situation, which should be the means of activating the electorate as it is based
on criticism and attacks made against the currently ruling party; thanks to the elections,
we will have historickii moznost zrusit vidadu mafianov ‘a historic opportunity to
abolish the mafia government’ and mafiu ddame vo volbdach spolocne dole “we will put
the mafia down together in the elections’. Rozhodni ‘decide’ and suhlasite ‘agree’ are
the key words of the unique survey, in which people had the opportunity to vote on the
points of the next government of the Slovak Republic mission statement.
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3.3 Smer - SD (Direction — SD)

In the political communication of Direction — SD, the key word imigrantov
‘immigrants’ reaches the highest DIN and based on its occurrence in mainly negative
contexts, it is safe to imply the use of emotionally based persuasive techniques. This
creates a sense of threat and reinforces the fear coming from an idea that political
elites may shift the attention from ordinary citizens to immigrants — Zodpovedny
plan lidra strany SMER — SD Petra Pellegriniho je o spokojnosti nasich obcanov,
nie imigrantov ‘The responsible plan of the Direction — SD leader Peter Pellegrini is
to secure well-being for our citizens, not immigrants’. The solution to this situation
is responsibility, both on the voters’ side (Volte zodpovedne! ‘Vote responsibly!”),
as well as on the side of the state officials (Migracnd kriza je najvicsia vyzva pre EU
a preto je dolezité, aby sa aj budica vidda spravala zodpovedne a chranila nase
hranice. ‘The migration crisis is the biggest challenge for the EU and it is, therefore,
important that the future government behaves responsibly and protects our
borders.’). In contrast to the disunited and unstable opposition (epozicia je rozhdadand
‘the oppeosition quarrels among themselves’; opozicia vytvara chaos ‘the opposition
creates chaos’; opozicia bojuje medzi sebou ‘the opposition is full of infighting’),
the political party itself should represent the desired responsibility (zodpovednd
zmena ‘responsible change’ as an electoral slogan).

The key word sd, i.e., an acronym for social democracy, expresses the party’s
political orientation and is semantically related to the key word (socidlne) opatrenia,
(social) measures. This key word indicates that the abbreviated form of the name is
common within general usage and also that this political party perceives social and
media communication as public and formal. The dominant genre of the pre-election
campaign is #lacova beseda ‘press conference’, while the usage of extended
technological possibilities of social media is outside their main focus. This is surely
related to the main focus being on the electorate, whose main information source is
still traditional electronic media.

The formal nature of communication is also supported by the fact that unlike
political communication of OPIP, informal forms of politicians’ names were not
found in the Direction — SD communication. As this political party was the ruling
party in the pre-election period, criticism from other entities is expected and,
therefore, elements referring to its main representatives were not found among the
strongest key words (fico, without statistically relevant difference; pellegrini, DIN =
76). As it is an already well-known political party, elements whose statistical
significance would refer to activities aimed at the presentation of its members are
excluded from the subject’s communication. The only proper-name element that
contradicts this statement is the key word blandr. However, the political party
presents its leaders through their functions — premier (Peter Pellegrini) ‘Prime
Minister (Peter Pellegrini)’ (predseda ‘chairman’, DIN = 72). Emotional and
expressive expressions are used in the communication of then ruling party in order
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to express a markedly offensive, critical and hostile attitude towards the leader of
a competing political party — Matovicovi sa neda verit ako premiérovi. Ohavna
pravda o Matovicovi! ‘Matovi¢ cannot be trusted as a prime minister. The disgusting
truth about Matovic¢!’. The overlapping of emotionality with the aforementioned
formality does not necessarily suggest erroneous interpretation, as by using key
words analysis, it was possible to point out the already known hybrid nature of
Internet texts that is caused by the disruption of the boundaries between stylistic
factors that are otherwise clearly defined and objective [11].

3.4 Sme Rodina (We Are a Family)

The derived key words from the political party We Are a Family suggests they
are using social media along three basic lines. The first is the line of candidates
presentation (holy, adriana, pcolinska, krajniak, lukac, pcolinsky), including their
leader (boris/borisa, kollar). As in the case of previous political parties, here, too,
the emphasis on the candidate position was observed but this time within the party
itself — nds ekonomicky expert Stefan Holy ‘our economic expert Stefan Holy’. The
We Are a Family is the only political party that has a feminine word form that refers
to a candidate among its key words — poslankyna ‘female parliamentarian’, which
points to a higher number of women in the leading positions, however the issue of
gender-balanced language usage deserves much deeper attention.

The second thematic line is related to the use of social media opportunities as
ameans to communicate with the electorate and is based on a strong interactive
“meet and greet” campaign. When the political party representatives met with the
citizens during the campaign, they informed about it promptly and flexibly via social
networks — Momentadlne sa nachddzame v meste Kosice, a tesime sa na kazdé jedno
stretnutie, podanie ruky, ¢i rozhovor ‘We are currently in the city of KoSice, and we
are excited to meet, handshake and interview any of you’. The mileticka market and
the senica town are specific places that this political party visited more often than
their political competitors. However, We Are a Family also draws on the new
technological possibilities of social media and the inherent two-way communication
chain on which it is based — Boris bude odpovedat’ na vase otazky uz dnes o 20:00
v Zivom vysielani tu, na nasom Facebooku! ‘Boris will answer your questions today
at 8PM in a live broadcast here, on our Facebook page!’.

The third thematic line is linked to the specific points of the election programme
as it concerns topics of doplatkov za lieky ‘copayments for medicines’ and
ndjomnych bytov ‘rental apartments’, which make evident populist orientation,
but populism in this context is not understood as a persuasive or manipulative
technique, but as a political approach based on connecting to the average person who
may feel overlooked by the political elites [12]. The key word rodina ‘family’, which
could intuitively also be one of the main points of the election programme, is
contextually linked to the party presentation itself (4k by sa volby konali v prvej
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polovici janudra, tak by nase hnutie SME RODINA podla agentury Focus volilo
7.1% volicov ‘If the elections took place in the first half of January, our movement
WE ARE A FAMILY would receive 7.1% of the votes according to FOCUS
agency’) and to the administrative nature concluded in the OPIP key words analysis.

3.5 LSNS (People’s Party — Our Slovakia, PPOS)

In the case of the political party of PPOS, only one anthroponym key word
referring to its leader was identified. This may be due to lower number of
communications published in the pre-election period as in 2017, Facebook suspended
the main page of this political party with more than 80,000 followers for spreading
inappropriate content. Although the party has re-created its official website, its
communication with supporters is currently taking place mainly through dozens of
fan pages and sites of regional organizations. Unfortunately, it is therefore not
possible to draw more general conclusions about this party’s thematic orientation. It
is an unfortunate situation as these findings could be very interesting given the
party’s specific position on the Slovak political spectrum. Since the party repeatedly
publishes mainly quotations of its leader, it can only be stated that his personality
represents all party’s opinions, as well as its current and future attitudes — Marian
Kotleba: Vybuchnuty paneldak v Presove ukazuje neschopnost politikov KDH ‘Marian
Kotleba: An exploded apartment building in PreSov shows the incompetence of the
Christian Democratic Movement’.

3.6 Sloboda a Solidarita, SaS (Freedom and Solidarity, FS)

Paid advertisement is also frequently used by the FS political party as five of
the fourteen key words falls under the aforementioned administrative side of
microblogs — ideamedia, majernikovd, priemyselna ‘industrial (street)’, sloboda
‘freedom’, solidarita ‘solidarity’. In self-presentation, this party mostly uses the FS
acronym, and the key words show a significant inclination towards Obcianska
konzervativna strana (‘Civic Conservative Party’) (PODCAST SaS: Kandidati OKS
sa ocitli na kandidatke SaS uz v roku 2016, neskor aj v eurovolbdach. ‘PODCAST
FS: OKS candidates found themselves on the FS list of political candidates in 2016
and later in the European election.”). The FS party uses social networks to present its
candidates to a limited extent (klus, duris, nicholsonovd) and the name of its leader
is absent among the strongest key words. Although the key word sulik is thematised
in the general usage, its DIN is 73. Using all technological possibilities of social
media leads to one element appearing among the key words that refers exclusively to
one candidate, Anna Zemanikova, who posts regularly on her profile page 4Anna
Zemanikovd — Zelend pre nase deti ‘Anna Zemanikova — Green for our children’,
in which the party also claims to have environmental experts among its members.
The FS is also characterized by drawing attention to their precisely described
election programme, from which the economic area especially comes to the fore as it
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is also included in the party’s election slogan — Nas Navod na lepsie Slovensko. 1144
konkrétnych rieseni aby sa tu oplatilo pracovat, podnikat’ a zif ‘Our guide to
a better Slovakia. 1,144 specific solutions for making Slovakia a great place for
work, business, and living’.

3.7 ZaPTludi (For People)

There were no key words detected in the communication of the political party
For People under the set criteria. However, this is not a matter of limited quantity of
research material as in the case of the PPOS political party. This political party in its
election campaign simply does not thematise any problem to an extent where it
would significantly differ from the general usage. However, claiming that the
analysis did not reveal any key words would be incorrect, as the strongest key words
have a DIN of 72. Although a few of these key words suggest that the party’s
prioritised pre-election strategy was presenting its candidates (such as remisovd,
valasek, Seliga) or using new electronic genres (such as spotify, audiomapa
‘audiomap’, epizdde ‘episode’), nothing provides more information about its
programme orientation. Based on these findings, it can be assumed that this thematic
neutrality contributed to the low election result of the party. However, confirming
this hypothesis would require further key words analysis of political parties that did
not fare well in the parliamentary elections, as it is not examined here due the limited
length of this research paper.

4 CONCLUSION

Based on the analysis of key words obtained from the parliamentary parties
pre-election communication on Facebook, general characteristics of Slovak pre-
election communication and pre-election discourse can be drawn. The key words
that were obtained through the aforementioned coherent and logical schemes confirm
frequent use of paid advertisements, which suggest professionalization of political
communication [4] that is, paradoxically, closely linked to administrative elements
that can be found at the superficial and deep level of microblogging. The
thematisation of political parties’ specific areas in comparison with the general usage
may be largely influenced by the model and repetition that can be observed in
electoral slogans or in the use of fixed text schemes that are only changed in specific
situations. This concerns mainly texts that are usually associated with the
technological possibilities of social media and how they can be used, which is
characteristic especially of political parties oriented towards a younger electorate
(especially OPIS, We Are a Family, sometimes FS). However, the use of traditional
election campaign strategies was detected as well (thematisation of press conferences
and “meet and greet” campaigns). Political parties take into account the principles of
the Slovak electoral system and accordingly present their candidates on social
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networks while emphasizing their specific function or position. The form of their
names, especially in the case of the most successful political party, indicates
colloquialization tendencies. As for the leaders of political parties, their names can
be found in the group of strong key words, but not the strongest, which indicates
their partial thematisation in the general usage. However, this statement does not
apply to the main representatives of We Are a Family and PPOS. Regarding the two
electorally most successful political parties (OPIP, Direction — SD), an aggressive
and combative tone of communication was detected whereas self-presentation is
characteristic for the political parties We Are a Family and FS. The election
programme main topics and strategies can be seen in the key words as well (survey
— OPIP; immigrants — Direction — SD; copayments for medicines and rental
apartments — We Are a Family; business — FS), however, according to this research,
thematic neutrality and non-specificity implies lower electoral success. The
thematisation of what might be considered a higher, noble, and more abstract idea
can only be observed within the two most successful political parties’ communication
(elections as a historical chance — OPIP; responsibility — Direction — SD).

The key word analysis undertaken provided a more detailed insight into the
complex picture of this unique communication sphere and helped to point out the
differences related to thematic orientation of electorally successful political parties’
pre-election activities, which may suggest its application possibilities within the field
of political marketing. The discourse analysis outlined other possibilities for further
research. What seems to be valuable and helpful is comparing results from this research
with the results obtained from the key words analysis of electorally unsuccessful
political parties, but also comparing key words with thematic words. A future focus on
persuasive and manipulative strategies, especially on emotionally based techniques, ad
personam attacks or populism, could also be pragmatically interesting.
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LOKAJOVA, Jana: ‘And we are stuck in one place, Minister.” A study of evasiveness in
replies to face-threatening questions in Slovak political interviews on scandals (A combined
approach). Journal of Linguistics, 2021, Vol. 72, No 2, pp. 690 — 704.

Abstract: The phenomenon of political evasiveness in the genre of a political
interview has been the focus of several discourse studies employing conversation analysis,
critical discourse analysis and the social psychology approach. Most of the above-mentioned
studies focus on a detailed qualitative analysis of political discourse identifying a wide range
of communication strategies that permit politicians to ambiguate their agency and at the
same time boost their positive face. Since these strategies may change over time and also
be subject to a culture specific environment, the aim of this paper is to discover a) which
evasive communicative strategies were employed by Slovak politicians in 2012-2016, b)
which lexical substitutions were most frequently used by them to avoid negative connotations
of face-threatening questions, and finally, ¢) which cognitive frames formed a frequent
conceptual background of their evasive political argumentation. The paper will draw on
a combination of quantitative and qualitative approach to the analysis of non-replies devised
by Bull and Mayer (1993) and critical discourse analysis in the sample of five Slovak radio
interviews aired on the Radio Express. The selection of interviews was not random- in each
interview the politician was asked highly conflictual questions about bribery, embezzlement
or disputes in the coalition. Based on qualitative research of Russian-Slovak political
discourse (2009) by Dulebova it is hypothesized that a) the evasive strategy of ‘attack’ on
the opposition and ‘attack on the interviewer’ would occur in our sample with the highest
prominence in the speech of the former Prime Minister Fico, and b) the politicians accused
of direct involvement in scandals would be the most evasive ones.

Keywords: attack, CDA, corruption, evasiveness, face-threat, hedging, interview,
media, metaphor, muzhik, scandals, social psychology, political discoure

1 INTRODUCTION

In social psychology, the ambuiguity of political replies to interviewers* questions
has been extensively studied by Bull and Mayer who devised a classification of eleven
non-replies based on 18 televised interviews with British politicians from the 1987
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General Election. The main contribution of their research lies in their innovative
approach to ‘evasiveness’ which allowed for quantitative description of an otherwise
intuitive impression of indirectness in political communication and thus permitted
a stylistic comparison of politicians* idiolects. In their analysis of evasive ‘non-replies’,
the turns of politicians were divided into a selection of topical shifts which presented an
overt or covert way of political manouevering from the information scope of a question.
The socio-psychologic research of the UK political discourse of 1980s discovered that
the most prominent strategy of political evading of the question was to ‘make a political
point* or ‘attacking’ the question in order to minimise the damage done to the positive
face of politicians [1]. The questions of interviewers were viewed as jeopardizing only
the positive image (‘face”) of the politician since it was assumed that by giving a consent
to be interviewed, the politician already accepted a certain degree of infringement of his
freedom of action [2]. The concept of face introduced into the analysis of social
interaction by Goffman [3], later developed in pragmatic linguistics by Brown and
Levinson [4] was also adopted by Bull and Elliott in a later research and a classification
of face-threats in questions of a political interview was provided [5]. In the present
paper, their typology of face-threatening questions (FTA) will not be drawn on; the
concept of a face-threat will be looked at from the point of view of its interactional
consequences, i.e. the types of evasive arguments employed by politicians in their
response to questions (cf. 3.1), and from a linguistic point of view (cf. 3.3), so a number
of different strategies of an FTA lexeme replacement will be pointed out.

As in critical discourse analysis (CDA) evasiveness is viewed as one of
misrepresentational strategies whereby the events of extralinguistic world are
defocused through the usage of euphemisms, or implicit meanings [6], the political
language in our paper will be examined also through the findings of cognitive semantic
research of metaphorical language pioneered by Lakoff & Johnson [7]. It is assumed
that a qualitative analysis of evasive replies of Slovak politicians might reveal analogies
with the findings on the metaphorical language of the Russian political discourse,
especially expressive forms of attacks on the media [8] or the employment of the image
of ‘muzhik® which was found as an effective means to model ‘us® versus ‘themS
opposition [9].

2 METHOD

The five one-to-one broadcast radio interviews with Slovak politicians of the
social-democratic government of 2012-2016 were chosen as asample for the
analysis of political evasiveness. The interviewees were questioned by the same
interviewer, Brano Zavodsky, who is known for giving his guests a hard time. The
interviews revolved around many scandalous topics including a bribery case
(‘Basternak’) with an alleged involvement of the former Minister of Interior (R.K.),
party nepotism in Regional State Bodies (R.F.), an unexpected coalition formation
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involving both the Slovak National Party (A.D.) and the Hungarian party MOST-
Hid, insider trading (B.B.), and the collapse of the bridge in Kurimany suggesting
the wrong choice of contractor in the public tender (J.P.). The five interviews were
transcribed from the youtube channel using Sonix software set up for the Slovak
language. The timing of the interviews, the names of interviewees and the date of
televised radio broadcastings are specified in Fig. 1':

Interviewer Braiio Zivodsky (Radio Expres NAZIVO)
Politician
Rébert Kalindk (R.K.)- Minister vadtra Timing: 21.28 min. 17.11. 2016
Raébert Fico (R.F.)- Premiér Timing:  23.21 min. 25.10. 2016
Andrej Danko (A.D.)- Lider strany SNS Timing:  20.48 min. 3.9.2016
Béla Bugdr (B.B)- Lider swany MOST-Hid Timing: 16.27 min. 20.6. 2016
Jan Pociatek (J.P.)- Minister dopravy Timing: 12.01 min. 6.11. 2012

Fig. 1. Discourse event details

The computer aided transcription was subsequently manually cleared of any
lexical or syntactic mistakes which were detected in turn-taking with rapid
conversational exchanges and overlapping speech. As the goal of this paper was
not to provide a detailed examination of evasive strategies in relation to their face
threatening potential, the method chosen as the most suitable for our research was
the combination of social-psychologic classification of non-replies with the CDA
approach. Due to this, a chosen transcription method was not that of a detailed
conversational analysis as adopted by Heritage or Jefferson [10].

In the first step, all 337 turns of the politicians were coded either as a) direct
replies, b) intermediate replies or ¢) non- replies based on the method adopted by
Bull and Mayer (1993) drawing on the definition of a question and reply by Quirk
[11]. Direct replies were replies where the turn of a politician filled the missing
information gap introduced by the question.

(1) IR: bude tu summit §éfov predsednictva Unie

ADo atw wvzniklo  znova 2 moje)  iniclativy
a z udobrenia pidna Schulza tak ako w budd prvy krit
premicrt budd t pryvy ket predsedovia parlamenton
a Bratslavu dnes hladd Eurdpa na mape....

Intermediate replies were such answers of politicians which a) filled the missing
information from the question in an indirect way, or b) provided incomplete
information, or ¢) were interrupted and unfinished.

! https://www.youtube.com/watch?v=S9D gabdrgE&t=1s, https://www.youtube.com/watch?v=
XDYDFS8_6rhk, https://www.youtube.com/watch?v=Eo8wXycHxUc, https://www.youtube.com/watch?v
=tnT4tIpNjQg&t=271s.
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2) IR: dobre ta moja otazka, upriamoval som to na ucitelov,
ale moZzeme to kl'udne roz8irit aj na sestry. alebo aj na

sratnych dradnikov..viac sa tam neda?. lebo aj posledné
st signdly take rozporuplné Minister financii hovord
nech si to riesi Minister skolstva Minister skolstva €1 zas
mi na to peniaze. je moZné Ze od nového roka dostant
pridanc alebo nie pan predseda?

R.F.: pan redaktor jedini uéitelia majd v programovom
vvhliseni vlady zakotvené zvyviovanic platov  aj
o konkrétne percenti

In the example above, the politician failed to provide a reply to a “yes-no’ question
directed at nurses and employees in the public sector and instead continued to present
a policy of the party related to a pay-rise of a different group of state employees, the
teachers whom the interviewer excluded from the topical agenda of the question. Thus,
the turn of a politician was tagged as an ‘intermediate’ and ‘incomplete’ reply, which
was included as one of the eleven categories in Bull and Mayer methodology.

In 4.6% of cases, the distinction between a ‘direct’ and ‘intermediate’ reply of
politicians was not clear-cut as the interviewer invited a politician to present his politicial
view by a series of open-ended declarative questions. In those cases, an ethnomethodology
had to be employed to resolve the fuzziness of the distinction, so that if in the upcoming
turn the interviewer explicitly stated that the politician was evasive, twisted the events of
the factual world, the previous turn of a politician was tagged as an ‘intermediate’ reply.
In a ‘non-reply’ the policitian strayed from the agenda of the question to a full extent, e.g.
by ‘acknowledging the question’, ‘questioning the question’, ‘attacking the question’ or
‘declining to answer’ (cf. Fig. 3).

3) [R: ..a toto nie je prepojenic?
RE.: no tw je vis subjektivny nidzor

attacking  the

interviewer

na to vam vz fakt nemam o povedart [declines

Thus, after all the intermediate and non-replies were identified in turns, they
were segmented following the Bull and Mayer social-psychologic classification.
However, as these categories were originally devised based on interviews from 1987,
the original methodology was fine-tuned to include newly emerging strategies
detected in our sample, e.g. a segment of ‘expressing support’ to colleagues, or the
segment of ‘referring to law’. All of these new strategies are discussed in section 3.2.

Finally, the five interviews were analysed using the CDA method focusing on
a number of linguistic tools used by politicians to evade the questions asked, i.e. the

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 693



near-synonymical expressions substituting the face-threatening lexeme of the
question (cf. 3.3) and the cognitive frames observed in the language of interviewed
Slovak politicians when evading the questions (cf. 3.4).

3 RESEARCH

3.1 Frequency of evasive replies and their typology

Based on the methodology specified above, all 337 turns of politicians to
questions asked were divided into direct, intermediate replies and non-replies and
the percentage of evasiveness of each politician was calculated. The percentual

distribution of evasive replies is specified below with the number of occurrences
marked by (x).

POLITICIAN R.K. R.F. A.D. JLP. B.B.
(SMER) (SMER) (SNS) (SMER) (MOST-
HID)
Minister of Prime Speaker of Minister of Coalition
Interior Minister Slovak Parliament Transport partner
TYPE OF REPLY 2016-2018 2016-2020 2016-2020 2012-2016 | 2016-2020
DIRECT REPLIES 37x 27x 13x 15x 21x
INTERMEDIATE 46x 7x Tx 2x 16x
REPLIES
NON-REPLIES Sdx 47x 18x 10x 17x
TOTAL NO OF 137x 8lx 38x 27x S4x
RESPONSES (100%) (100%) (100%) (100%) (100%)
(incl.non-replies)
TOTAL NO OF 100x S54x 25x 12x 33x
EVASIVE REPLIES
PERCENTAGE OF 27% 33,3% 34% 55.5% 38.8%
DIRECT REPLIES
PERCENTAGE OF 73% 66.7% 66% 44.5% 61.2%
EVASIVENESS

Fig. 5. Distribution of direct replies as opposed to evasive replies (intermediate replies and non-
replies) to questions asked in five interviews

A quantitative analysis of intermediate replies and non-replies in our sample
revealed that not all the politicians accused of scandalous affairs were equally
evasive despite facing a possible vote of no confidence in the Parliament. The
Minister of Interior (R.K.) accused of marring a criminal investigation in his own
department was the most evasive one in his answers (73%) using an incomplete
reply of ‘starting but not finishing’ indicating an adversarial style of an interview,
along with the strategy of ‘attacking’ the opposition, ‘attacking the interviewer’,
‘repeating the answer’ and ‘referring to law’ which was a new strategy identified in
the Slovak context (cf. 3.2).
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The Leader of the Hungarian Party (B.B.) accused of making a fortune upon
learning confidential information on the highway construction plans, was discovered
to provide less evasive replies employing the same strategy of ‘attack’ and most
importantly, a new strategy of ‘referring’ to religion’, ‘charity’ or ‘family’ as possible
excuses to accusations of FTA questions made by the interviewer (cf. 3.2)

The Minister of Transport (J.P.) proved to be the least evasive politician in our
sample (44.5%) despite being accused of political responsibility for the deaths of
workers in the construction project under atechnical supervision of his Party
nominees, using the strategy of ‘declining to reply’, or ‘attacking the previous
government’. A high number of replies provided in his interview resulted from the
fact that from the middle of the interview the politician‘s argumentation started to be
accepted by the interviewer as a clear, logical and satisfactory explanation of his
decision not to give up on his office.

As illustrated in Fig. 3 below, in the superordinate category of ‘making
a political point’ it was the category of ‘giving reassurance’ (8.75%), and ‘attack on
the opposition’ (7.83%) which reached the highest frequency in the interviews. In
the 2016 interview with a former Prime Minister Fico, the strategy of ‘attacks on the
opposition” was found with alower frequency than expected; however, it was
extensively used by Mr. Danko (10%) and Mr. Kalinak (8.02%), both of whom used
figurative language in delegitimation of their opponents, e.g. obliat’ blatom (‘mud-
sling”). In case of Mr. Bugar and Mr. Kalinak, attacks on the opposition combined
with those on the media suggesting the media collaborated with the opposition on
discreditation of politicians or that the interviewer himself was involved in medidlny
lyn¢ (‘media lynch’) of politicians.

“4) R.K.: pretoze oo ma byt o téma [impo not
tackled] a  pokratovanic  toho  medidilneho
lvnéu.. .Cize [attacks interviewer|
IR: .. .ale notak, zasa!

IR: javiem ale tu sa na opoziciu vobec nepytam
pin predseda

B.B.: javiem [acknowledges] ale ja musim
povedat kro vyrvira takyto tlak? [returns Q] Ko
hovori obanom ze taktcky vaercl si namocenido
nejakych kduz? attack]

IR: o obCaniasisami hovoria

B.B.: no no no. to tak nie je [Q based on a false
premise| Eitajd to o niektori tn podsavaji [attack]
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POLITICIAN E.K. | BEF | Al | BB, | L PERCENTAGE
(L [ ary |yl avay | vy | (n=434)
Evasive
7 Ackn Sthe ) 107 [ 230 | 166 | 142 3225
3 1 506 %
a. Asks for clarification 1.24 1.42
b. Reflects the gquestion 0 . 33y | T4
4. Altacking the () 12.67%
Important Qnot tackled RINE N 166 | 285 2x
i false premise 484 ] 51 501 Ix
2 hyy ical .24 ] 20 6.6 301 2x
(3 ohjectionahle 62
Corrects the () 247 1.42
5 Alacks the IR 5.55 2.3
6. Declines to answer RN R Bl 552
[ Makesapol. point 4562 %
Mllacks B2 1) r.14 2x (7T.R3%)
Presents a policy hh 285
Gives reassurance RO [ 1008 | 1333 4,28 2x 875
Appeal to nationalism .66 1.42
Offers analysis 1.85 4 2x
Self-justifies 1173 18,33 287 2x
Falksup .85 | 51 5 142 2x
Justifie 420 | 166 1%
i . A6 [ 5RR |5 142
493 | .6k 16 | 428
285
.42
|42 2x
8. Incomplete reply 13.82¢
Starts but does not Orish [ 8| 504 | 233 | Ba7
Partial reply
Hallreply 285
MNegative reply 166 | 285
e. Posilive reply
9. Repeats the answer O 1.4 2x 1.6 %
T States that 0 has already 333 [ 428 345%
beenr answered
I Apologizes 1.42 0465
12 Than {1.23¢
IOTAL 100 1) 100

Fig. 3. Distribution of evasive strategies (%) in five Slovak interviews adapted from Bull and
Mayer (1993). The percentage of each strategy in each I-IV column reflects its frequency with
respect to the total number of strategies in each interview; the percentage in the VI column
reflects the percentage of each strategy with respect to the total number of strategies in all five
interviews. In the first interview the total number of evasive strategies was n=162 (100%), in the
second interview n=119 (100%), in the third one n=60 (100%), the fourth one n=70 (100%). Due
to a low number of evasive replies in the fifth interview (n=23), the distribution of strategies in
the V column was not stated in the percentage but in the number of occurrences (x)
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The strategy of ‘reassuring’ the public was employed the most by Mr. Danko
who as a new member of the government was given many questions on the future
course of action and also by Mr. Fico who employed this strategy to boost the
positive image of the party while at the same time attacking the negatively valued
other- members criticising nepotism and calling for a change in ‘autocratic* practices
in the party.

%) R.F.: no samozrejme tak potom je dplne
normidlne ze moze dojst k takémuto prepojeniu
budeme sa brinit ak bude nickto na Smer
takvmio sposobom Gtodit bodka [reassures

3.2 New evasive strategies

A close examination of five interviews with Slovak politicians revealed the
occurrence of seven new evasive strategies (cf. Fig. 3). Five of them were subsumed
under Bull and Mayer’s ‘making a political point® due to politicians® justification of
political acts by reference to law (7)), religion (7k), charity (71), family (7m) or by
expressing a friendly support (71) for the members states of the EU, or governmental
colleagues. Other two strategies included aspeech act of ‘thanking® (12) and
a ‘positive reply* (8e). The highest number of references to law was noticed in the
speech of Mr. Kalindk and Mr. Bugar. Both of these politicians employed legalese
language and resorted to quoting definitions based on the wording of the Constitution
or the Commercial Code. In their answers, the argument about the autonomous
ruling of judiciary, executive, and legal power was used when asked about the
possible conflict of interest in their exercising of political function. Their resignation
from a political office based on existing scandals was dismissed as premature or
irrelevant.

(6) R.K.:..chrani.. je to pravo, Ktor¢ mite z Gstavy...
[refers to law] to si v podstate sikromné vect. kKtord
robite... CiZze ja som neporusil nic....

[R: s tvm Co teraz kedy kedy to urobite?

B.B.: o viak samozrejme musi prejst jednak
keali¢nou radou

IR: kKoali¢nou radou

B.B.: a samozrejme musi byt aj aj v zakone to
rabezpecend legislativoe [refers to law]
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The benefit of legal argumentation was twofold- not only did it demonstrate the
speakers* detailed knowledge of Slovak laws which were claimed to prove the business
deals of politicians legal, but it also made the politicians appear as law-abiding citizens.

In the answers of Mr. Bugar, the strategies of ‘referring to religion’ and ‘charity’
were observed in the context of questions that implied that a politician took
advantage of confidential information known to members of a government before
a new highway project plan was oficially disclosed to the public. The politician was
accused of a fraudulent way of obtaining money, an argument he dismissed by saying
he was forced to sell the land near highway to the state and the only authority he
should listen to is God.

(7 IR: pretoze sao tom rozpravame
B.B.: pan redaktor viete ¢o v Biblii sa hovori aby
prava ruka nevedela Co robi Tava alebo naopak

[religion] prepacte predo by som mal toto hovorit
je o moja vodtornd vee pred Bohom
[religion] ja budem musiet zodpovedat” a nic pred
povedzme Matovicom

| declines

The money gained from selling the land was also indicated to be given to a non-
profit organisation, such as the Church using the hedging of the conditional mood
(mohol by som povedat) and the politician stated that he had formerly bought it from
a family friend who was in need of money.

8) B.B.: nchovoriac o tom victe Ze na jednej strane sa
zistuji taketo blbost [artack]
na druhej strane Kl'udne by som mohol povedat Ze

polovicu somrozdal napriklad

neziskovej organizacii [charity | napriklad cirkvi

[religion)]
B.B. ..tomu aj ja rozumiem ale viedy pred
desiatimi rokmi od pribuzného Ktory sa dostal do

razke] situidcie potreboval peniaze [family]. Tak
som kupil podu.

In evasive replies of Mr. Fico, the ‘support’ of the governmental collegues
accused of bribery and conflict of interest was stated and the members of Regional
Administrative Bodies who expressed criticism of the party were attacked. The
attack on the opposition merged with that on the media too, followed by a prefixed
expressive verb vykrikovat.
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(9) IR: ale to je také...
R.F.: no pofkajte nie je to celkom pravda nie nie
nic nie nie bole to presne tak ako hovorim
[reassures] preto treba byt absolitne opatrny pri
vysetrovani akychkol'vek kauz Robert Kalinak ma
moju plnd doveru je to jeden 2 najlepsich ministroy
vnitra [expresses support] aké kedy Slovensko

malo [appeals to nationalism] ja nevidim dovod
teraz len pretoie média opozicia vykrikuje konal
|attacks]|

A speech act of ‘thanking’ for the work done by governmental colleagues was
also identified in the speech of Mr. Fico, who apart from using the strategy of
‘negative reply’ also employed a new strategy of a ‘positive reply’.

(10) R.F. tito vlddna koalicia je stabilnd koalicia
a cheem podakovat koaliénym partnerom za
spolupriacu [thanks] o je moja odpoved a nie je
ina ako vy ofakavate [repearts]

Unlike the ‘negative reply’ where the politician stated what he would not do
instead of what he would do, in a ‘positive’ reply, the plan to undertake a certain
course of action was described by a politician following a declarative question with
the verb in negative form.

(11) IR: dobre vysvetlTujem si to tak Ze tie zmeny sa
nebudn tykat piana podpredsedu Kalindka
R.E.: nie, ja som povedal [implies Q asnwered] ze
budid  zmenv  na  drovini podpredsedov alebo
v predsednictve
predovietkym dloha na delegitov anie pre nis

positive reply | ale predsa len je to

dvoch teraz to riesit [declines

3.3 Linguistic substitution of FTA lexemes (CDA approach)

In our sample, a different representation of concepts was detected in hedged
answers of politicians along with cognitive reframing suggesting coercion of the
public and delegitimation of an opponent or media to boost a positive image of
politicians. An FTA lexeme of the question taking the form of a) verbal and b)
nominal phrases was replaced either by a) euphemisms to attenuate the impact of
a face-threat by providing a more neutral equivalent, or on the contrary, b) sub-
stitution of a neutral lexeme from the question through figurative and dysphemic
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language. As may be seen from the Fig. 4, the politician was depicted as a victim
unjustly ‘lynched’(R.K.) or ‘slapped’ (R.F.) by the media (fackovanie).

FTA LEXEME SUBSTITUTION EUPH. | FIG.

kritika— mediilny lyné (RUK.) +
NOMINAL fackovanie (R.F.) +
PHRASES obvinenia—» vyhlisenia (R.K) +

prepojenie— vzlah (KUK} +

odlozit— vyrigsit (B.B)
VERBAL vydrzal— byt pripraveny na turbulencie (A.D.)
PHRASES volat+ [IND. OB+ byt (+adverbi v Brusell (R.K.)

vySetrit'— prefetrit (RUK.) +

zamléat'— pomléat (RK.) +

povedat’» potvrdit (RUKL)

Zostivat—» postivat sa (RUK.)

odovedat— vzlal (R.F.)

odvolal [IND. OBI] (ne) rezat’ hlavy (R.F.) +

ozval sa [IND. OBl ]+ adv [ume] | telefonovat (1.P.)

e

Fig. 4. Substitution of FTA lexemes with noun and verbal phrases in the form of euphemisms (+)
or dysphemic (figurative) language (+)

Although the figurative language was most frequently employed by the Leader
of the Slovak National Party SNS (Fig. 5), it was also used by the former Prime
Minister Fico in negative replies to evade the question on a possible removal of his
Minister of Interior from the Government suggesting no guillotining of the ministers
would take place (nerezat hlavy).

The highest number of verbal substitutions of FTA lexemes was made by Mr.
Kalinak who also produced the most evasive answers in our sample. Linguistic
evasiveness of his non-replies lay in replacing the verbal prefix vy-, or za- by
a different set of prefixes pre- and po-, which reduced the negative connotations of
lexemes denoting his criminal inquiry (vysetrovanie) or ‘suppression’ of the truth
(zamlcar). The legalese meaning of ‘investigation’ was broadened and its neutral
redefinition was amplified through a microprocedural narrative provided by the
minister who included a story-telling description of individual speaking acts made
by each ‘accused’ party during an alleged vysetrovanie. A negatively valued meaning
of an ‘investigation’ was thus substituted by verba dicendi (povedat-porozpravat).

Lexemes with positive connotations operating within the co-text of a politician‘s
reply were also substituted; the interviewer uncovered and reframed only verbal
predications of politicianswhich gave rise to unwanted implicatures depicting themas
the ones who only postponed the solution of the problem (od/ozit) instead of fixing it
(vyriesit), or implying unwillingness of the politician to cooperate as in zostat na
mieste (‘be stuck’).
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Although an implication that a co-partner in an interview misunderstood the
provided argumentation presents acommon rhetorical strategy of language
manipulation [12] and evasiveness from the topic of the question might be hard to
detect for interviewers [13], in the excerpt below praising of the interviewer, e.g.
posuvate sa o kusok dalej (‘you are gradually making progress’) was dismissed by
the journalist. The implicature that he was in fact slow in understanding the
politician’s argumentation was successfully decoded and challenged through
a critical counter-argument of the interviewer claiming ‘we are stuck in one place’
(zostavame na jednom mieste).

(12) R.K. ja som nezamléal. . .akoze
tu sa presne posuvate opit o kasok dalej...
[R: zostavame na jednom mieste
R.K.: ja som nikdy neklamal
[R: no ale ani ste nehovorili pravdu

3.4 Cognitive frames of evasive replies

In line with modern cognitive approaches to political discourse where
a metaphor occupies the central position due to its persuasive character [14], the
evasive replies of Slovak politicians were carefully analyzed looking for hidden
conceptual frames enabling to reduce the political accountability through
delegitimation or reference to certain practices as social norms (epistemic modality).
Apart from generic clichés on politics as ‘an art of a compromise’, two main types of
cognitive metaphors revolving around the concept of politics were identified in their
speech, one of them anthropomorphic related to human activities (coffee-drinking)
and the other one social (crime, fear, otherness) following the classification of
Chudinov [15].

Politics as coffee-drinking and confidential business-making

In the discourse of the Slovak National Party Leader, politics was described as
a serious deal happening over the cup of coffee, making it possible for certain
politicians to have more personal discussion, which bound them to keep their word.

(13) AD.: ale podstata celej tej nenahraditeInosti
spoliva v tom, 7e sl nemite s kvm dat’ seridznu
kivu...akopredseda politicke) strany SAS 515 vami
dd kdvu, povie vim nief¢o medzi Styrmi ofami,
wyjde pred médid a bude Klamat'. ..
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In contrast to Habermasian perception of the 17" and 18" century coffee-house
as a new public sphere where critical discussions on state affairs were held among
intellectuals [16], the metaphor of ‘coffee-drinking’ in the speech of the SNS party
leader gained a private, secret-code meaning symbolizing the forging of a strong
kinship. The confidentiality of political business deals was depicted as a standard
practice through an implicature linked to the lexeme predsa (‘in fact’) used as an
argument by the former Minister of Interior to evade the question on his not
disclosing the information on a business made with Basternak. The Minister stated
‘in fact no Member of the Parliament speaks about his own things’.

(14) R.K: Ze prive kiipou vztah kondi a nie zadina...
o je zikladny rozdiel a ked” som na to dostal
otizku, tak som na o jednoducho odpovedal..
proste vylozil som vietky karty na stal..

RLE.: Zladen poslanec. kory pride do parlamentu
predsa nehovorl o svoqich veclach. . .o je jeho vec,
i je Tgor Matovic..

IR: ale nemd problém s Basterndkom... na rozdie!

od wvils,,

Otherness of political opposition as homosexuality

The most figurative language expressions in our sample were discovered in the
discourse of the leader of the Slovak National Party. In the ‘us’ versus ‘them’
ideological squaring [17] the political opponents were not only depicted in a visually
emotive way using the metaphor of ‘crime’ inciting fear by an idiom bodnut do
chrbta (‘backstabbing’), but also in a discriminatory way. They were tacitly
attributed a homosexual identity by voice-qualifiers, e.g. preskakuje hlas (‘trembling
voice’) or a ‘woman-like’ character (zZenstilost), which helped emphasise
a stereotypical perception of queer men not acting as real men. The narrative of
a strong alpha-male politician protecting the people from chaos thus points at
similarities between the Russian national political discourse and Slovak national
discourse where attribution of a homosexual label may be used as aform of
delegitimation of the ‘other’ [18].

4 CONCLUSION

A combined social-psychologic and CDA analysis of the phenomenon of
political evasiveness to questions in five selected one-to-one Slovak radio interviews
revealed that the strategy of ‘attacking’ the opposition was a common technique of
a topical shift in the Slovak context of 2012-2016. Although its frequency reached
the second highest ranking (7.83%) of ‘making a political point’, it was not
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associated most commonly with the political discourse of Mr. Fico as expected
(6.72%), but with the Slovak National Party Leader who also used the most
expressive language to delegitimise his political opponents (10%). Attacks on the
interviewer were only made by Mr. Kalinak. The hypothesis that politicians directly
involved in scandalous accusations would be the most evasive ones was confirmed
— the Minister of Interior accused of marring the investigation of his own case was
the most evasive one of all interviewed politicians (73%) and the Minister of
Transport accused of responsibility for deaths of workmen on a construction project
delivered more satisfactory replies (44.5%). Apart from discovering new strategies
of evading the questions, e.g. ‘referring to law’, ‘religion’, ‘charity’ or ‘family’,
a cognitive frame of real ‘manhood’ was detected in the discourse of Slovak National
Party Leader, A. Danko who implicitly depicted political opponents as homosexual,
which indicates a similarity between Slovak and Russian national political discourse
of recent years.

bez Elenskej zdkladne

robi protesty

zvolava vybory
divné - . chce rieSit veci
Political opposition:

lyhévaj t
R. Sulfk, I, Matovi¢ yhavaju argumanty

hasteriva
kéZe moralku dvojity meter
hanba v bodnutie do chrbta — rozprava iné
tricke/ (u)
aby nepriniesli slzotvorny plyn
vykrikuje
chlap- driislovo  pije kdvu, aj pivo v tri€ke na triblne

zzenstilost

. preskakuje hlas
Slovak national party leader (A.D.)

nie je chrapun

Fig. 5. Delegitimising the political opposition in the SNS Party Leader discourse
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Abstract: The paper follows the tradition of research in legal linguistics and into
formulaic language, specifically into lexical bundles. The aim of the paper is to describe
lexical bundles in samples from the corpus of Slovak judicial decisions OD-JUSTICE by
means of quantitative characteristics of the identified bundles and by their comparison with
bundles found in two other specialized corpora: the corpus of Slovak legal regulations and
the corpus of annual reports by Slovak public institutions. For the identification of bundles,
the concept of the h-point was used. Identified bundles are described with respect to their
maximal, minimal, average, median and mode values, distributions and ratios. The aim
of the paper is to outline an interpretation of these bundle characteristics with regard to
communicative function(s) of compared document genres.

Keywords: lexical bundles, formulaic language, judicial decisions, specialized
discourse, legal linguistics, pattern-driven research

1 INTRODUCTION

That a natural connection between language and law already exists can be
deduced from the fact that language, according to J. Prusak, serves as a presupposition
for the existence of the legal norms in which they are written [1, p. 295]. This
relationship brings about another close connection, namely that which exists between
law and linguistics. Their interaction, termed legal linguistics, can be seen as
a “mutual arena for cooperation” [2], where one’s interest in law may justifiably
imply an interest in the nuances and peculiarities of legal language [3, p. 1].
Following the tradition of Slovak legal linguistics pioneered by S. Luby or R.
Kuchar, an interest in the linguistic aspects of Slovak legal language nowadays
covers a range of areas, from the stylistic features of (mostly) legal norms ([3], [4])
to anaphoric and other tools for creating concise legal texts [5].

One phenomenological observation of legal language might be that legal texts
tend to contain recurrent word sequences. This linguistic phenomenon has been
studied as so called formulaic language, or formulaicity, which is often understood
as characteristic of legal discourse [6, p. 7]. Such co-occurrence of language units
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constituting multi-word expressions is, however, a feature present in the language in
general — a systemic feature or an “axiom” [7, p. 10]. Formulaicity is further
conceptualized as a pole on a continuous scale of qualities, as opposed to the pole of
free creativity [8]. Given its scale-like nature, formulaicity can be studied and
expressed quantitatively, similar to qualities of terms [9] or translated texts [10]. In
other words, the formulaicity can be measured and therefore can be searched for
possible “formulas” for formulaic structures [11], which can cover up to 40 types,
from amalgams to unanalysed portions of speech [12, p. 3].

2 THE STUDY OF LEXICAL BUNDLES AND THE RESEARCH AIM

One of these formulaic structures in linguistics has been studied as so-called /exical
bundles [13], such as ‘on the other hand’, ‘as can be seen’or ‘it is recommended that’.
Researchers focus predominantly on more or less specialized discourses: academic
discourse [14], medical leaflets [15] and legal texts, the latter from perspectives such as
genre [16], linguistic structure [6], translation strategies [17] or legal semantics [18].

Lexical bundles have traditionally, by D. Biber, been defined on the basis of
frequency as “sequences of word forms that commonly go together in natural
discourse” and that “show statistical tendency to co-occur” [13, pp. 989-990].
Originally, three criteria have been used to define what classifies as a lexical bundle:
these are, the minimal orthographic length of a sequence (3—8 tokens), its minimal
normalized frequency (this cut-off point varies in individual approaches between 10,
20, 40 or more) and the “dispersion range” of a bundle throughout the individual
texts in a given sample — this value could be, for example, the minimal appearance
of a bundle in 5 different documents [13] or in 10 percent of sample texts [19].

Lexical bundles and other formulaic sequences are considered to be the building
blocks of a given discourse ([20], [6]) which improve processing efficiency in
communication [21]. One’s command of such multi-word sequences is also said to
have a sociological value for signalling an individual’s belonging to a community
[12] or a pedagogical value in teaching and mastering of specialized discourses [22].

Since the introduction of lexical bundles as a term, a methodological discussion
has also emerged regarding a “fine tuning” of the process by which bundles are
identified [23]. This involves searching for a method which would not only be based
on arbitrary set cut-off points, but one that would uncover bundles more or less
typical of a given discourse. Among such methods, L. Grabowski proposes the use
of multiple sampling techniques, and, even where such bundles are identified as the
most frequent and often structurally incomplete word sequences, he recommends
that efforts to be directed at ways to identify preferably “structurally complete”
bundles which can more easily be ascribed discourse function(s) [23, pp. 63—68].

Bearing the need for such methodological “fine-tuning” in mind, I would like to
apply the method adopted in Cvrcek et al. [24], where the formulaicity of texts is
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expressed as the number of those 5-grams that have a frequency higher than the so-
called h-point, introduced by I. I. Popescu [24, pp. 63 and 75]. The rationale for
using the concept of h-point is that this point divides words into two areas: a branch
of more frequent synsemantic words, and a branch of less frequent autosemantic
words. If an autosemantic word, according to its frequency, appears in the
synsemantic area, such a word can be perceived as “some kind of anomaly in
comparison to ‘neutral’ texts” [25, pp. 217-218], that is, in some way specific to the
text from which it originates. The h-point can be defined as the point where the rank
of a given word equals its frequency. Where there is no such word, the h-point is
calculated as follows, where r(ank), > r(ank), and f(requency), > f(requency),:

(fir, = Hr)/((r — 1)) + £} = 1))

By using the h-point calculations and quantitative characteristics, such as
maximum, minimum, average, median or mode values, distribution of bundles
throughout documents and corpora, as well as qualitative characteristics of the
bundles (their communicative function), the aim of the paper is to describe lexical
bundles in the corpus of Slovak decisions by means of comparison with bundles
found in the corpora of Slovak legal acts and annual reports by Slovak public
institutions. In other words, the paper is an attempt to find out whether, and to what
degree, these quantitative characteristics correspond with the nature of both
documents and institutional procedures from which the documents result.

3 DATA

The material basis for the research consisted of three specialized corpora:

1. The rather large corpus of Slovak judicial
c(l)eIc)i)sions od-justice-1.0 (further referred to as | 4,149,442,677 tokens | 2,622,795 documents

2. The corpus of Slovak legal regulations

E(Kz(;)r olfiﬂgilegikj c%gﬁg:?ég&gg etg[;issov 43,750,050 tokens 20,186 documents

A(cts)).

3. The corpus of annual reports by Slovak
public institutions gov-vs-1.0 (further referred
to as AR). Here, it should be noted that the 17,864,463 tokens
data had been de-duplicated at the level of
paragraphs, which needs to be taken into
consideration.

1016 documents

Tab. 1.

Corpora 1 and 3 are available via the Department of Slovak National Corpus at
https://bonito.korpus.sk, corpus 2 via the webpage of the L. Star Institute of
Linguistics at https://alica.juls.savba.sk).

Jazykovedny &asopis, 2021, ro¢. 72, €. 2 707



Because the magnitude of corpora caused technical problems regarding the
search for relevant bundles within its range, it was decided to work with two samples
from each corpus, one smaller, at approx. 2 million tokens and one larger at approx.
10 million. The aim was to work with large portions of data of similar dimensions
from all corpora.

In the corpus of judicial decisions, the verdicts can be grouped and searched in
accordance with the date on which they were announced. This means that one can
choose a subcorpus of decisions which only have this date in common. For analysis of
decisions, I therefore picked 1000 documents from 10 July 2018 and 4968 documents
from 29 June 2016.

Similarly, documents in the corpus of legal regulations are organized according
to the year of their promulgation, but also according to subgenre (act, decree,
resolution, regulation etc.). I decided to only work with acts, where the smaller
sample were 472 documents from 2018 and 2019, and the larger sample of 2561
documents from the years 2007-2017 and 2020.

The annual reports are, understandably, sorted according to the years which
correspond with the activities of the institutions they summarize. Here, the smaller
sample consisted of 110 reports from 2012, while the larger one consists of 536
reports from 2007-2011, 2013 and 2014.

4 METHOD

From the 6 samples (two for each corpus, one smaller and referred to as OD/A/
AR, one larger, referred to as ODext/Aext/ARext), it was necessary to identify
lexical bundles above the respective h-point in each of the samples. Lexical bundles
were identified using the CQL search in NoSketch Engine, as 5 consecutive tokens
within a sentence (the latter condition so that the 5-token window would not take in
sequences of words from neighbouring sentences). In order to further avoid counting
punctuation, symbols or numbers as words, the tokens had to be attributed
a morphological annotation in the range S (noun) — Y (conditional morpheme), thus
excluding W (abbreviation, symbol) — 0 (number).

The identified 5-grams were ranked according to their absolute frequency. The
next step was to find the h-point of a given sample: with ranks of individual bundles
already identified, a search was made for the bundle that would have the same rank
and the (normalized) frequency (ipm). In this way, the h-point for a given sample
was either found directly (in 5 cases), or calculated using the formula mentioned in
Section 2 (in 1 case).

The bundles above the h-point were sorted manually into groups, consisting of
either
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1. at least partially overlapping 5-word bundles, which constitute parts of longer
bundles, as in len do uplynutia lehoty na ‘only until expiration of (...) period’! — do
uplynutia lehoty na podanie “until expiration of (appellate period)’, or

2. bundles with similar, albeit not identical wording, as in Poznamka pod
¢iarou k odkazu ‘Footnote with respect to reference’ — Poznamky pod ciarou
k odkazu ‘Footnotes with respect to reference’.

The issue of dealing with overlapping bundles is addressed in Grabowski [23,
p. 63—67] where several possible approaches are mentioned. Here, the groups were
identified manually by looking at the frequent right and left concordances of
a bundle. The values of h-points and list of bundles above the h-point in each sample
were then arranged in 6 tables for further processing, that is, counting and sorting
overlapping and similar bundles within groups. Apart from bundles in groups
(consisting of 2- to 12 bundles), those not contained within longer ones (thus
representing genuine 5-grams) were also counted.

The 6 sample tables further contained values of normalized frequencies for each
bundle, their dispersion throughout the documents, the ratio between the dispersion
and number of sample documents in total. For these characteristics, the maximum,
minimum, average, median and mode values were calculated. The values are then
arranged in tables that serve as the starting point for the findings in Section 5.

5 FINDINGS
5.1 Maximal, minimal and average values of tokens per documents ratio in the
samples (tok/doc)
oD ODext A Aext AR ARext
tokens 1,846,380 | 10,092,069 | 2,233,571 | 10,952,481 | 1,889,037 | 10,185,459

documents 1,000 4,968 472 2,561 110 536

max tok/doc | 13,400 27,025 | 121,796 | 186,700 | 144,857 | 127,152

min tok/doc 239 249 109 97 1,932 1,652

avr tok/doc 1,846 2,031 4,732 4276 17,173 19,003

Tab. 2.

The values vary in all three corpora, while the span is larger in the A sample.
This makes the minimum values in A more similar to that of OD, while the maximum
in A is more similar to AR. Even though the total numbers of tokens in both samples
from all three corpora, as well as the ratio between token count in smaller and larger
sample remain approximately the same (1:5), the number of documents in corpora
differs, which makes average document length unequal. Comparison of smaller and
larger samples shows that their average document length is approximately the same.

"' I would like to thank Juraj Kotrusz for translation of some of the legal lexical bundles.
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5.2 Number of lexical bundles above the h-point (LBs > h-point)

(0) )] ODext A Aext AR ARext
LBs > h-point 106 85 55 42 33 26
Tab. 3.

This value remains approximately the same within each of the corpora (106 and
85 in OD, 55 and 42 in A, 33 and 26 in AR) while the ratio between those corpora
can be described as 1 — %2 — 1/3. This would seem to indicate a higher degree of
formulaicity found in the OD corpus, however, it needs to be considered that there
are half as much documents in OD. The number of bundles in the smaller A sample
is approximately one third the number in the smaller OD sample, but the bundles
from A appear in ten times more documents.

5.3 Number of groups of (partially) overlapping or similar lexical bundles (LB
groups), identified manually

oD ODext A Aext AR ARext
LB groups 29 29 14 16 16 13
Tab. 4.

Similarly, to point 2, the distribution of groups within corpora remains more or
less the same, with 29 groups in OD and 13, 14 or 16 groups in both A and AR.
Again, this could indicate a bigger “diversity” of formulaic sequence types in the
OD corpus, but the appearance might also be related to different average document
lengths in the three corpora, as mentioned in section 5.1.

5.4 Distribution of bundle groups (dist bnd grps)

Described as x(y), where y is the number of 5-word bundles within the group
and x is the number of groups. Examples of frequent longer sequences comprised of
partially overlapping five-word bundles in each of the six samples can be seen below
the respective numbers of bundle groups, with the first (most frequent) five-word
bundle marked in bold. The number of groups in each sample needs to be completed
with the number of wording variations in Tab. 5.

OD ODext A Aext AR ARext
dist bnd grps 2(8) 1(8) X X 1(8) 1(8)

2(7) X 1(10) X X X

1(6) 2(6) X X X X
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oD ODext A Aext AR ARext

2(5) 4(5) 1(5) 1(5) X X

6(4) 3(4) 2(4) X X X

3(3) 403) X X 33) 13)

32) 6(2) 32) 3(2) 4(2) 4(2)

7(1) 9(1) 4(1) 9(1) 8(1) 7(1)
Tab. 5.

The almost 30 groups in both OD samples are distributed relatively
homogeneously with 1 to even 6 occurrences of bundles consisting of eight, seven,
six etc. overlapping 5-word bundles. In samples from the AR corpus, we can notice
appearance of groups consisting of 8 bundles. But apart from that, groups of 5 to 2
bundles appear only 1 to 4 times, leading to the conclusion that the distribution in the
middle group size range is more heterogeneous here. Bundles consisting of just 5
words, however, appear with similar frequency in most samples, with the exception
of the smaller A sample. This observation would suggest that bundles in OD corpus
are both more diverse and that they appear with equal regularity, while there is
a lower bundle diversity in the A and AR corpora, where the bundles, in turn,
constitute more substantial groups (longer sequences).

5.5 Number of similar bundles within a group (incl word var)

Described as x(y/w-z-...), where y represents the number of bundles within the
group, w, z... are the numbers of bundles containing word variations in the group
and x is the number of occurrences for y. Examples of wording variation found in all
six samples can be seen below the numerical variation schemes.

(0))] ODext A Aext AR ARext
incl word var 1(8/3-4-1) X 1(12/1-7- | 1(12/1-4- X X
1-3) 1-3-1-2)
1(4/2-2) 1(7/2-2- 1(8/2-2-
1-2) 3-1)
1(2/1-1) 1(2/1-1) 1(2/1-1)
Tab. 5. cont.

This is asubsection of groups identified in 5.4, and here one observes
a similarity between the number of wording variations found in both OD and AR
corpora. Both A samples contained several groups with more variations and wording
similarities. This might be related to the presence of less diverse, albeit longer,
bundle sequences especially in the A/Aext corpus, as described in point 5.4.
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5.6 Maximal, minimal, average, median and mode values for normalized
frequency of individual bundles (ipm)

oD ODext A Aext AR ARext
max ipm 286.5 274.9 843.0 670.1 434.6 290.0
min ipm 106.7 86 57.8 423 33.8 26.8
avr ipm 115.7 166.7 179.1 166.8 100.5 81.2
med ipm 139.7 160.8 100.7 116.2 455 40.6
mod ipm 132.7 160.8 127.1 129.9 33.8 352
Tab. 6.

Maximal and minimal normalized frequencies remain relatively similar in
smaller and larger samples within all three corpora, while the maximum value in OD
samples is approximately four times lower than that in A samples, and almost the
same/one third lower than in the AR samples. On the contrary, minimal values in OD
samples are higher than in both A (two-) and AR corpora (three times). This could be
perceived as another trace of distributional structures within bundle groups as
described in point 5.4, with more homogeneous distribution of various and more
numerous bundle groups in OD samples. However, average ipm values in all three
corpora are relatively similar, while there is a bigger similarity between median and
mode values in OD and A corpora than in the AR corpus.

5.7 Maximal, minimal, average, median and mode values of bundle dispersion
per sample ratio (dis/s)
Calculated as dispersion value divided by the number of all documents within
a sample. Dispersion (dis) is calculated as the number of first-time appearances of
a given bundle in sample documents, that is, as the number of documents in the
a sample where the bundle appears at least once.

oD ODext A Aext AR ARext

max dis/s 50,3 53.8 60,1 55,7 83,6 65.9

min dis/s 6,7 8.5 2.8 0,04 0,9 0,9

avr dis/s 24,7 293 21,7 26,2 283 31,2

med dis/s 25,1 323 16,1 212 20 32,2

mod dis/s 24,5 324 49 55.6 1.8 0,9
Tab. 7.

In this respect, individual bundles appear to the maximum value in around 50
percent of OD sample documents, whereas the maximum values for normalized
maximal dispersion are slightly higher (50-60 percent) in A samples, and even
higher (more than 60/80 percent) in AR samples. Minimal values seem to behave in
an inverted order, with the highest minimal value in OD and lowest in AR samples.
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Both average and median values for the normalized dispersion, however, are
relatively similar in all six samples. The mode values decrease in smaller OD, A and
AR samples, respectively, while this value is relatively higher in larger OD and
A samples, but below 1 in the larger AR sample.

5.8 Communicative functions of the bundles

Apart from distributional and proportional characteristics summarized in the
table above, the 6 overview sample tables enabled to compare bundles in three
corpora according to communicative (discourse) functions of bundles. The question
would be, how to compare communicative functions of bundles in different genres.
Here, it is possible to use a common classification scheme of these functions, as the
one originally used by D. Biber et al. (stance bundles, discourse organizers,
referential bundles) [20]. It is also possible to group the present bundles in each
genre according to the more or less schematic textual structure of administrative
texts, such as decisions, acts, reports.

5.8.1 Communicative functions of the bundles found in judicial decisions
Communicative functions of bundles found in judicial decisions can be
described by placing the individual bundle into four categories, corresponding to
basic parts of a decision, where these bundles normally appear. These parts are
a) heading part which identifies the case, the involved parties and other
circumstances;
b) enunciation/verdict part which pronounces the verdict, often in several counts;
¢) reasoning part which presents the reasons that have led the court to reach its
verdict;
d) instruction part which advises the party suffering as a result of the decision on
possible remedies.
Following this textual structure, the lexical bundle groups found in both
samples of OD corpus fall in line with distributional characteristics presented in
point 5.4 mostly in instruction and reasoning parts.

Communicative LB groups in Examples ipm
function/Type OD sample
instruction part 15 1. len do uplynutia lehoty na (podanie odvolania) 286

‘only until expiration of (appellate) period’

2. z akych dévodov sa rozhodnutie (povazuje za nespravne) 272
‘(what are the) grounds for (considering) the decision (as
incorrect)’
3. v akom rozsahu sa (rozhodnutie) napada 269

‘(what is) the extent of appeal’
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‘BEHALF OF THE SLOVAK REPUBLIC District court’

Communicative LB groups in Examples ipm
function/Type OD sample
reasoning part 10 1. (o) sudnych exekitoroch a exekucnej cinnosti 241
‘on judicial enforcers and on enforcement proceeding’
2. a nahrada za stratu casu 206
‘and compensation of lost time’
3. v konkurze alebo splatkovym kalenddarom 173
‘bankrupt or by repayment plan’
verdict part 3 1. narok na nahradu trov konania 186
‘entitlement to covering of costs of enforcement proceeding’
2. odo dna dorucenia platobného rozkazu 168
‘after the service of the charging order in writing’
3. (ktoré) mozu byt uspokojené iba v 122
‘(which) can only be met in’
heading part 0
other 1 MENE SLOVENSKEJ REPUBLIKY Okresny sud 121
‘BEHALF OF THE SLOVAK REPUBLIC District court’
Communicative LB groups in Examples ipm
function/Type ODext sample
instruction part 19 1. a coho sa odvolatel domdha 266
‘what is pursued by the appellant’
2. alebo postup sudu povazuje za (nespravny) 259
‘or considers court’s procedural measures (to be unlawful)’
3. v éom sa toto rozhodnutie 253
‘(what are the grounds for considering) this decision’
reasoning part 7 1. (0) udelenie poverenia na vykonanie exekiicie 274
‘(for) granting of authorization for enforcement’
2. pravo na nahradu trov konania 205
‘entitlement to covering of costs of enforcement proceeding’
3. (o) sudnych exekiitoroch a exekucnej cinnosti 142
‘on judicial enforcers and on enforcement proceeding’
verdict part 2 1. nema pravo na nahradu trov 134
‘is not entitled to covering of costs of enforcement proceeding’
2. (s) urokom z omeskania vo vyske 107
‘(with) late charges of”
heading part 0
MENE SLOVENSKEJ REPUBLIKY Okresny sud
other 1 97

Tab. 8.

5.8.2 Communicative functions of the bundles found in acts

The 5-word bundle groups found in acts are mostly parts of formulas, above all
the amendment and supplementing formula, consisting of twelve 5-word bundles
(including variations); promulgation formula, through which an act comes into
being, so to speak; or formulas referring to the body of legal text itself, signalling

a footnote or a change to the text.
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Communicative LB groups in A/ Examples ipm
function/Type Aext sample
amendment and 3/3 1. @ 0 zmene a doplneni (niektorych zakonov) 843/670
sup) giﬁﬁ}gmg ‘and on amendment and supplementing of (several statutes)’
2. sa meni a dopliia takto 316/241
‘is amended and supplemented in the following way’
3. ktorym sa meni a dopliia (zdkon) 106/123
‘by which (the statute) is amended and supplemented’
text reference formula 2/3 1. Poznamka pod ciarou k odkazu 650/528
‘Footnote with respect to reference’
2. Poznamky pod ciarou k odkazu 198/174
‘Footnotes with respect to reference’
3. sa na konci pripajaju tieto (slova) 172/149
‘following (words) are supplemented to the end’
promulgation formula 1/1 (Narodnd rada Slovenskej republiky) sa uzniesla na tomto zakone | 127/130
‘(The National Council of the Slovak Republic) has enacted the
following statute’
other 8/9 1. ndlezu Ustavného stidu Slovenskej republiky 145/114
‘(of the) finding of the Constitutional Court of the Slovak Republic’
2. (socialnopravnej) ochrany deti a socidlnej kurately 89 (A)
‘of the child welfare services’
3. ak tento zdkon neustanovuje inak 76
‘unless this Act stipulates otherwise’ (Aext)

Tab. 9.

5.8.3 Communicative functions of the bundles found in annual reports

The most common formula (amendment and supplementing f.) found in acts is
also that which is most commonly found in annual reports (here, it consist of 8
shorter bundles), while, apart from that, bundles in the annual reports consist to some
extent of proper names referred to in the report texts.

Communicative LB groups in Examples ipm
function/Type AR/ARext
sample
amendment and 2/2 1. @ 0 zmene a doplneni (niektorych zdakonov) 434/290
supplementing ‘and on amendment and supplementing of (several statutes)’
ormula
2. ktorym sq meni a dopliia (zdkon) 93/69
‘by which (statute) is amended and supplemented’
proper name 32 1. Ministerstva pédohospodarstva a rozvoja vidieka (Slovenskej 50 (AR)
republiky)
‘(of the) Ministry of Agriculture and Rural Development (of the
Slovak Republic)’
2. Statna vedeckd kniznica v Presove 40/27
‘State Science Library in Presov’
3. Ministerstva Zivotného prostredia Slovenskej republiky 35/26
‘(of the) Ministry of Environment of the Slovak Republic’
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Communicative LB groups in Examples ipm

function/Type AR/ARext
sample
other 11/9 1. (pri) vykone prace vo verejnom zaujme 66/63

‘during the public interest service’

2. §kél a Skolskych zariadeni v 59/46
‘(of) schools and school facilities in’
3. Statnej spravy starostlivosti o Zivotné (prostredie) 43/31
‘(of) national environmental administration’
Tab. 10.

6 CONCLUSION

The aim in presenting the quantitative characteristics was not to prove that
judicial decisions are simply more or less formulaic (that is, schematic or
prefabricated) than acts or annual reports. Every text, register, style or genre has its
own means by which it can be considered to accomplish its communicative function,
even when these methods can become subject to dispute, because they can be
perceived as not sufficiently effective or stylistically balanced, as F. Sticha points out
with reference to the style of judicial decisions [26, pp. 71-72]. There is no “linear”,
deterministic connection between the use of certain lexis in a given text and its
communicative function. Nor can we afford to neglect the existence of “style-mixes”
and “transitional areas” ([27], cited in [4, p. 208]). This is especially true in the case
of judicial decisions, which often contain the explicit language given in testimonies,
as well as specialized legal terms and analytic multi-word expressions. This opens
for the possibility that the feature called formulaicity, as well as complex linguistic
phenomena in general, might be productively studied by applying methods of
multidimensional analysis, such as this has been showcased in [24].

Nevertheless, the lexical bundles found in samples of Slovak judicial decisions
are word sequences that constitute the textual result of an institutionally regulated
social interaction between these institutions (courts) and involved parties, be it
physical and/or juridical personae. The decisions are thus directed both at the realms
of “normativity” [28, pp. 84-113] and factuality, as the decisions represent
a multifaceted, possibly complex [29, p. 216] process of law application (the realm
of regulations and norms) regarding the factual case (involving individuals or legal
entities). As shown in Section 5, point 9, a noticeable quantity of bundles found in
Slovak judicial decisions informs involved parties when deciding how to react to the
implications of a court ruling (e. g. on how to appeal) and upon what rationale has
the court based its verdict. The intersection of individuals and individual cases
(factuality) and regulations (normativity) might, then, require aset of detailed
regulations (mostly sections 363, 364 and 365 of the Slovak Civil Contentious
Procedure Code), that constitute the reasoning and instructional components of its
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decisions. This, in turn, may have resulted in the relative high diversity and relative
low variation of bundles in Slovak judicial decisions, as compared to acts.

The acts, on the other hand, address not so much particular individuals (even
though they are produced in institutional settings of legislative bodies) as much as
decisions arrived at in courts. The acts inform the broader public regarding how social
interaction in various domains should play out, while also outlining the implications
(sanctions) for non-compliance with these regulations. This means that acts express
both norms and a model-like representation of reality, while operating more in the
realm of norms and ideals, in that they both incorporate new regulations into the body
of legislation and change existing regulations. Lexical bundles found in the act samples
bear witness of these legislative procedures, as they consist mainly of traditional
formulae used when referring to the actual and/or amended wording of acts, or
formulas for the promulgation of new regulations. The aforementioned reference
formulae are also found as bundles in Slovak annual reports, while there are also
bundles denoting proper names of institutions or document titles. These bundles
constitute (perhaps because they are more bound to specific report subjects) shorter
bundle groups. Some future research into patterns emerging via formulaic sequences
in texts produced in institutional settings might constitute a promising field of study.
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